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1. Objetivo

Apresentar o trabalho feito no tercer trimestre do projeto de pesquisa que €
parte integrante do projeto de modernizagédo da area de automacdao de
processos da usina hidrelétrica de Balbina, desenvolvido pelo programa de
pesquisa e desenvolvimento tecnolégico da empresa de geracdo e transmissao
de energia elétrica, ELETRONORTE, em parceria com a FINATEC e UnB.

2. Atividades realizadas

Podem ser listadas as seguintes atividades especificas:

v

v

Elaboracdo de papers submetidos ao COBEM 2007 - 19th International
Congress of Mechanical Engineering, “Different Control Strategies used in
Didactic Plant PD-3 Of Smar Through OPC Technology” e “An Intelligent
Kernel for the Maintenance System of a Hydroelectric Power Plant”.

Desenvolvimento da aplicacad em java para leitura de tags de um arquivo
tags.txt envio dessas tags ao OPC sever e os valores das tags retornadas
salva-los em um arquivo dados.txt.

Integracdo dos dados obtido atravez do OPC server com o lkerner V0.1
em desenvolvimento, onde os dados de configuragdo hostname, PrgID e
as tags sao lidas do arquivo config.ini, os valores das tags obtidas serdo
processadas por a maquina de inferenca de JESS, Fuzzy-JESS, Redes
neiras.

3. Desenvolvimento de aplicacdo em Java para leitura de Tags de um
aguivo e escritura dos valores lidos no outro arquivo.

Esta aplicacdo desnvolvida em Java consiste em ler as tags gravadas no
arquivo “tags.txt” enviar essas tags ao servidor OPC e esperar o retorno dos
valores e salva-los em outro arquivo “dados.txt”.



[ tags.txt ]

FIT-31_AH OUT W ALUE
LIT-31_AH CUT M ALUE
Fr-32_a01 OUT WaLUE

FIT-31_A1 .QUT W ALUE

FIT-31_AN1 .OUT VALUE

opc.java OPC server
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dados.txt

FIT-31 _&H .OUT &ALUE 137.69
LIT-31_AR 2UT MALLE 1334
FY-32_A01.00T WALUE 45 63

3.1 Leitura das Tags

Para a leiutura das tags uso-se a se seguite metodo, onde os nomes das Tags
do aquivo é convertido em forma de vetor para seu processamento, tendo
como entrada o nome do vector e dando como retorno o vetor das tags. Para
chamar e este metodo escreve-se uma linha de codigo Vector v =
fileToVector("tags.txt"); no metodo onde vai ser usado as tags a ser
monitoradas.

public Vector fileToVector(String fileName) {
Vector v = new Vector();
String inputLine;
try {
File inFile = new File(fleName);
BufferedReader br = new BufferedReader(new InputStreamReader(
new FilelnputStream(inFile)));
while ((inputLine = br.readLine()) != null) {
v.addElement(inputLine.trim());
}
br.close();
I Try
catch (FileNotFoundException ex) {
I
} catch (IOException ex) {



I
}

return (v);

3.2 Escritura dos valores obtidas das Tags

Os valores das tags obtidas séo salvadas no arquivo “dados.txt”, para isso crei-
se 0 seguinte metodo onde escreve as tags com 0s seus correspondentes
valores. Para chamar a este metodo escreve-se a linha de codigo seguinte:

writeToFile("dados.txt",ci.name + " " + ci.getValueAt(col),true,true);

public boolean writeToFile(String fileName, String dataLine,
boolean isAppendMode, boolean isNewLine) {
if (isNewLine) {
dataLine = "\n" + dataLine;
}

try {
File outFile = new File(fileName);

if (isAppendMode) {

dos = new DataOutputStream(new FileOutputStream(fileName,
true));

}else {

dos = new DataOutputStream(new FileOutputStream(outFile));

}

dos.writeBytes(dataLine);
dos.close();

} catch (FileNotFoundException ex) {
return (false);

} catch (IOException ex) {
return (false);

}

return (true);

3.3 Tela de apresentacéo dos dados monitorados



SIMPREBAL: Teste de OPC com PD3 da Smar =13

Monitored items -
[term Value

FIT-21_AI OUTMALLUE 1400944324 218745
LIT-21_AI . oUTMALLUE -15. 1088820040527 34
FIT-21_IMNTG1.QUT WALUE 169669.9781 24
T-31_ADT QUT WVALUE 4.0
Fv-31_A01 QUT VALUE 4.0
TIT-31_A11. OUT WALLE 24 0465087290625
FIT-22_AI1 . OUTMALUE 0.0
FIT-22_IMNT G2 QUT WALUE 20567 87109374
Fv-32_ A0 QUTVALUE B.5965030230200176E-4
TIT-32_A11.OUT WALLIE 20 BE534 30636223047
FIT-21_DIAGT BLOCK_ALM WALLE 0.0
FY-31_A01 PyWAALUE 4 967 34TE21 9177245
LIT-21_DIAGT BLOCK_ALM WALLIE 0.0
TIT-231_DIAGT BLOCK_ALMNMALUE 0.0
TIT-232_DIAGT BLOCK_ALMNMALUE 0.0
T-231_AOT PYALLIE 0.0
DFI-PD2_DIAGT BLOC K _ALM VALLIE 0.0
DFI-PD2_DIAGT BLOCK ALM ALARM_STATE (0.0
DFI-PD2_DIAGT WMODE_BLE MNORMAL 128.0
FIT-21_AlI1 FIELD WAL WVALUE 1962646234 20028687
FIT-21_AI1 HI_ALMVALUE 0.0
FIT-21_AI1 . LOo_ALMAMALLIE 0.0
FIT-22_Al1 HI_ALMVALUE 0.0
FIT-22_Al1.LO_ALMAMALLIE 0.0
TIT-21_aA11.H_ALMNMALUE 0.0
TIT-31_AI1.LOo_ALMAALLIE 0.0
TIT-232_A11.H_ALMNMALUE 0.0
TIT-32_A11.Lo_Lo_ALMMALUE 0.0

4. Integracdo da Comunicacédo OPC com I-kernel

Para a Integragéo da comunicacdo atravez de OPC com o | kernel, grava-se
toda a configuracédo, Hostname(nome ou IP onde encontra-se o OPC server),
PrgiD(o nome do OPC server) e as Tags(nomes das grandezas reconhecidas
pelo servidor OPC) do devices a ser monitorados no arquivo “config.ini”

O classe configuragdo do I-kernel leera toda a configuragdo do arquivo
“config.ini” as tags lidas seram enviadas ao OPC server onde o OPC server
retornara os valores das grandezas. Os valores das tags obtidas serdo usados
para o processamento inteligente por o JESS, Fuzzy-JESS ou Redes Neurais.



[ config.ini ]

[Metweork]

port = 4444

Hostname = azsetview .graco unb br
PrglD = Smar DiiQleServer 0

[OPCTags]

FIT-31 _AH .ouT W ALUE
TIT-31_DIAG1 BLOCK_ALM. Y ALE
TIT-31_DI&G1 BLOCK_ALM . ALUE
TIT-32_Dl&31 BLOCK_ALM . ALJE
-3 _A01 PY VALUE

JESSProxy
FuzzyJESSProxy
NeuralProxy

FIT-31 _AH QUT M ALUE

FIT-31 _A1.OUT VALUE

OPCProxy.java

QOPC server

137 68




Anexo 1

Paper Submetido ao COBEM2007
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Abstract. In this paper, we present the conceptualization of an intelligent system to be used on the predictive maintenance
of a hydroelectric power plant. It is a real application, being developed in the context of the project "Modernization
Processes of Automation Area of the Hydroelectric power stations of Balbina and Samuel”, with the support of Eletronorte.
The work described in this paper corresponds to the development of an intelligent kernel, which is planned to be the heart
of a major methodology, called SIMPREBAL (Predictive Maintenance System of Balbina), to be implanted in the plant
of Balbina, near the city of Manaus in Brazil. The overall specification and design of this intelligent kernel is described
here using UML (Unified Modeling Language) diagram. This intelligent kernel, called here I-kernel, will be providing
expert systems functionality, besides fuzzy logic rules processing and neural networks in an operational cycle where
data is collected from equipments and databases, and will be used to both give support to the operational team and to
the maintenance team at the plant. I-Kernel will get the data from supervision system by means of both JDBC access
to databases and JNI (Java Native Interface) getting data from the OPC (OLE - Object Linking and Embedding - for
Process Control) server. In order to provide expert systems and fuzzy logic functionality to the system, we will be using
the tools JESS (Java Expert Systems Shell) and Fuzzy-JESS. The SIMPREBAL methodology is based on RCM (Reliability
centered maintenance) concepts, being used to analyze the manners and effects of fails on the Hydraulic Generator Units
of Balbina, focusing its analysis in the Turbine system. In this work, the main details of the I-Kernel system are detailed.
The concept of an intelligent kernel is that will be useful for the construction of similar applications in the future.

Keywords: Unified Modeling Language, Predictive Maintenance, Expert Systems, Fieldbus Foundation.
1. INTRODUCTION

The motivation for this work started with the development of the SIMPREBAL (Alvares, 2006) methodology, under
the context of the project "Modernization Processes of Automation Area of the Hydroelectric power stations of Balbina
and Samuel", with the support of Eletronorte. The main goal was to implement ideas from RCM (Reliability Centered
Maintenance) (Smith, 1993)(Mobray, 1997) and implant them in the plant of Balbina, a hydroelectric power plant located
near the city of Manaus in Brazil. The SIMPREBAL project conceived an intelligent system collecting data directly
from equipments in the power plant, storing this data in a database, and making use of all this information in order to
predict maintenance interventions in order to minimize the impact of (future) failures in the operation of the plant. The
main strategy for achieving this goal is by means of the prediction of future failures, based on the measuring of some
process variables and analyzing their operational conditions in order to detect anomalous situations that may indicate that
a potential failure is possible, in a near future. This may allow for the maintenance team to anticipate this failure and
take the appropriate actions in order to minimize the problems that this future failure may impose in the operation of the
power plant. In order to develop the SIMPREBAL methodology, there was a need for an intelligent kernel, a software
component responsible for getting the data both directly from the equipments used in the power plant, and from databases
with historical data, processing all this data in order to analyze them, making predictions, and an integration with the
maintenance system of the power plant, so the predicted anomalies may take their role in the organizational process of
the maintenance team. From this demand, there appeared the main subject theme of this paper, the I-Kernel Subsystem.
We conceived I-Kernel to be a software component, to be developed in Java language, which should be integrated to the
main computer system in Balbina, providing the way for implementing SIMPREBAL in the operational (supervision and
control) and maintenance organizational process already working in the plant of Balbina.

The role of I-Kernel was, then, to provide the general functionalities of expert system, fuzzy rule based system and
neural networks, which were required in order to generate the predictive analysis and decision-making demanded by the
SIMPREBAL methodology. In this paper, we detail how we conceived this main component and how it can be integrated
to other sub-systems in order to allow for the SIMPREBAL methodology to be applied in a power plant. This will be
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developed in the next sections, by means of a detailed object-oriented specification and design.

The OO (object-oriented) paradigm offers several benefits, such as encapsulation, abstraction, and reusability to im-
prove the quality of software. The UML (Unified Modeling Language) has emerged as the standard for analysis and
design of OO systems. UML provides a variety of diagramming notations for capturing design information from differ-
ent perspectives. In recent years, researchers have realized the potential of UML models as a source of information in
software development (Sommerville 2003).

The rest of this paper is organized as follows: Section 2 presents the I-kernel subsystem requirements as one of the main
subsystems of the SIMPREBAL system; Section 3 describes the general SIMPREBAL system configuration, showing how
the I-Kernel should be integrated to other sub-systems; Section 4 presents the design of the I-kernel application ; Section

5 presents the Configuration and Monitoring Application Tool that works together with the I-kernel aplication; and finally
Section 6 concludes the paper.

2. I-KERNEL SUBSYSTEM SPECIFICATION

The I-Kernel subsystem is a software component, to be developed in Java language, responsible for the data acquisi-
tion from databases and process equipments through OPC, and its processing through conventional rules, fuzzy logic and
neural network, in N layers. As much of the functionalities required for I-Kernel are already available as out-of-thebox
software components, instead of developing the whole system from scratch, our proposal is to use the available compo-
nents and to integrate them in order to generate I-Kernel. In the same way, [-Kernel, as a software component, may be
reused in future projects that demand intelligent processing solutions involving the processing of rules, fuzzy logic or
neural networks.

The components to be used are the following: JESS - Java Expert System Shell, developed by Sandia National Labora-
tories, responsible by the rule processing and main inference machine to the expert system part of I-Kernel; Fuzzy-JESS,
developed by the NRC Institute for Information Technology, responsible for the processing of fuzzy rules, in a way similar
to JESS; JDBC responsible for the access to the databases and JNI, responsible for the access to the OPC servers which
give direct access to the equipments. The I-Kernel application needs to access different databases, in order to integrate
to the computational environment of BalbinaSs power plant. This includes the database for the RockwellSs Monitoring
System, SmarSs Asset Management System - Assetview, IBM/MROSs Operating and Maintenance Management System
MAXIMO-MES(Manufacturing Execution System), and also the own SIMPREBAL database which will be storing all
the knowledge required by the different intelligent algorithms. The Neural Network module will be developed almost

from scratch, based on some code available at UNICAMP, built according to the scientific literature. A general view of
this architecture, in terms of a UML diagram, is available at Fig. 1.

[ ] [ ] | |
e-mail System | [Browser Web| | Maximo-MES DB Rockwell DB
.3 - NV 7N 57 I
7 SIMPREBAL - .t*'. =
SIMPREBAL : onitoring System
DB i S ] of Balbina
JoBC | — |
2+ B |
| i Assetview DB|
I-Kernel [-___ | v .
-..__\__) _'J"I |I
5 % OPCANI ) Assetview | !
[ =] ] [ ] BN Hﬁi‘ W
Neural Network JESS [ 7] Fuzzy-JESS Smar and Rockwell
equipment Interface

Figure 1. SIMPREBAL System Architecture and Interactions

According to (Sommerville, 2003), a useful way to structure the requirements is to split them into user requirements
and system requirements.
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2.1 User Requirements

The user requirements should capture the more general demands of systemSs users. Normally, these requirements are
described in natural language and shouldnSt enter too much in technical details. In this document we will be adopting
this format recommended by Sommerville, listing the user requirements as a requirements list in natural language. The
user requirements are divided into "Functional Requirements" as illustrated in Table 1, and Non-Functional Requirements
listed in Table 2.

Table 1. Functional Requirements.

Functional Requirement

FU1 | The system should access the PlantSs data, either from databases used by the Monitoring System of Balbina,
or directly from the plantSs equipments, by means of an OPC server, which should make available the on-line
information from the equipments

FU2 | The system should process those data in the form of: a rule-based expert system, a fuzzy logic inference
engine, Neural Networks

FU3 | The system should alert the user through e-mail messages when anomalous situations could be diagnosed
FU4 | The system should alert the user through a visual alert, when anomalous situations could be diagnosed

FUS5 | The system should permit the edition of a synoptic, containing some variables to be monitored, chosen by the
user and composing a possible presentation screen

FUG6 | The system should exhibit the on-line value of the variables being monitored, which were selected to compose
a certain synoptic, showing them in a proper screen previously developed

FU7 | The system should implement some learning mechanism, in such a way that the report of failures and previous
defects could be used to prevent the appearance of new failures

FUS8 | The information processing should happen as a closed operational cycle, that should follow the following
sequence: Verification of the Data to be acquired; Acquisition of the Data from Database; Acquisition of the
Data through OPC; Temporary storage of all the data in JESS variables; [For each one of N possible layers:
Processing of the rules through JESS, the Fuzzy Logic rules through Fuzzy-JESS, the data through Neural
Network;] Updating of the Data in the Database; Updating of the Data through OPC.

Table 2. Not-Functional Requirements.

Not-Functional Requirement

NFU1 | The system should be developed in Java language

NFU2 | The system rules should not be stored directly in the source-code, but should be editable and available exter-
nally in an editable text file

NFU3 | The system should possess a web interface access, through which should be possible to the user to configure
the system, to edit rules and parameters and to monitor the variables being processed by the system

NFU4 | The system should be compatible to SQL generic databases, given that a JDBC driver for the database is
available

NFUS5 | The system should use the JESS package as an inference engine

NFU6 | The system should use the Fuzzy-JESS package to process the fuzzy logic rules.

NFU7 | The system should be conceived such as classic rules, fuzzy logic rules and neural network may be used in
an interchangeable way for each one of the SIMPREBAL processing layers (3-condition monitor, 4-health
assessment, 5-prognostics, 6-decision support) according to the OSA-CBM (Open System Architecture for
Condition Based Maintenance)

2.2 System Requirements

The system requirements will be detailed in a more technical way, using UML diagram. Following the Unified
Development Process (Jacobson et.al. 1999), system requirements should be specified by means of use cases. In Fig. 2,
we have an UML use-case diagram, which provides us a general overview of the system. The system is composed of
two applications that are executed in an independent way: the I-Kernel application and the Configuration and Monitoring
Application (Gudwin 2006).
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Configuration and Monitoring Application

I-Kernel
Shautdown

Synoptic

Monitoring

f :; e Synoptic
Synoptic Timer Actualization
] /
I-Kernel Application C & MTool
Initialization
—_—
I-Kernel —r] =] C&MTool
u — 1
Initialization User NN TR Shutdown

—

Variables

Inspection
Wariable
I i

. neertion Variable
Intelligent G Configuration
Processing <<e>d9nd>:=

Alarms and
Alerts
Verification

\ ==zextend==
\ gg;!)ptn: s=extend==
fon T===-¢ variable
I-Kernel Movement
Configuration »

==gitgnd==
S

Wariable
Deletion

Timer —_—

Pop-up Alert

Hetwork Solicitation

Figure 2. SIMPREBAL Use-Case Diagram

The overall use-case diagram represents an overview of the systemSs functionality by pointing out who are the main
users of the system and to which use-cases they take part. The whole system is partitioned in two sub-systems: The
[-Kernel Application and the Configuration and Monitoring Application. The I-Kernel Application is responsible for the
main operational cycle, where data is collected, processed and dispatched. The Configuration and Monitoring Application,
as its name suggests, is responsible for configuring and monitoring I-Kernel.

We developed basically 16 use-cases: I-Kernel Initialization, Intelligent Processing, Alarms and Alerts Verification,
I-Kernel Shutdown, C & M Tool Initialization, C & M Tool Shutdown, Synoptic Edition, Variable Insertion, Variable
Deletion, Variable Movement, Variable Configuration, Synoptic Monitoring, Synoptic Actualization, Variables Inspection,
[-Kernel Configuration, and Pop-up Alert Solicitation.

3. System Configuration

In Fig. 3 we present a UML deployment diagram, showing a possible configuration for the final system. This is
not the only possible configuration, but it is a prototypical one. In the case of Fig. 3, there might be 1 client machine
and 3 different server computers, where the different software modules should be installed. A different configuration
might use only one server computer, where all the service modules are installed. The only restriction presented is that
the ConfMonitToolApp module and the I-kernel App module necessarily need to be installed in the same computer. This
restriction is because the ConfMonitToolApp module is a java applet, which uses the network for communicate to the
I-kernelApp module. For security restrictions, a java applet only can communicate with the same computer from where it
was loaded. For that reason, it is necessary that the I-kernel App module is installed in the same computer where the web
server is installed. Besides the [-kernel App and the ConfMonitToolApp, other services to be required are: a web server,
a database compatible to JDBC and an OPC server to be accessed through JNI. The two software components which
were developed were the I-kernel App and ConfMonitToolApp. These applications should be available as JAR files which
should be executed independently through a JVM (Java Virtual Machine). The I-Kernel App module is a standalone java
application. The ConfMonitToolApp is a java applet, loaded from a website, and stored in the web server.
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Figure 3. System Configuration
4. I-Kernel Application

The I-Kernel application is a server that doesnSt have an user interface. In this way, the only thing that the user can

do is to start the application. After that, a timer previously programmed sends periodic "ticks" that start each operational
cycle of intelligent processing and make alarms and alerts verification. The details can be observed in Fig. 4.

Tag
- label : string
- starage : int
- monitored : boolean
- walue : 5tring
NeuralProxy + CheckKindofAlarmg © int x\C TagList
+ ExecuteCycleflevel : int) : waid
DEProxy
+ ReadTags() : woid
+ WriteTags{tags : TagList) : woid
05
IKernelApp
+ Loadd ; woid \_\ - allTags : Taglist Configuration
+ ReadConfig) : Configuration - DBConnection : DEFroxy
+ Oploopd : woid
+ tick() : woid

- DBList : TagList
- OPCp: OPCProxy
+ ExecutelnferenceCycleflevel : int) : waid - MonitoredTags - Taglist
+ atick( : waid + StartDBD : DBEProxy
+ WerifyTag(itag : int) : woid + StartOPCY © OPCProwy
+ Checklimits(tag : Tag) @ int + GetMonTagii : inty : TagList
+ ProcessFailingTagd : woid
+ SendEmailMessaged : waid

AlarmTimer F— |

+ GetllserTodlert(kof ; int) ; 5tring
OPCProxy
JessProxy + ReadTags() : woid
+ RefreshTags(tags : Taglist) : woid

+ ExecuteCycle(level : int) © void

+ WriteTags(tags : TagList) : woid
+ ExecuteFuzzyCylellevel © int) : void

+ GetDBTags() . Taglist
+ GetOPCTags() : Taglist

IKernelTimer

Logger

+ Log{) : woid

Figure 4. I-Kernel Application Use-Case Diagram

4.1 Use-Case 1: I-Kernel Initialization

In order to initialize the I-kernel application, the user asks the operational system to load the application. Once the
application is loaded, it creates an IKernel App object, which reads the configuration file, creates a new AlarmTimer, a

new IKernelTimer, ask for the starting of the database proxy and to the OPC proxy, and after that creates the JESS proxy
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(which should include the Fuzzy-JESS processing) and creates the neural networks proxy. Once created, the AlarmTimer
and the IKernelTimers start doing "ticks", which will trigger the main operational cycle. This sequence is shown in Fig.
5.

1: LoadiKernel)

—»
— 1.1.7: new) _ MeuralProwy

1.1 newl

: Usuario

4

N q
Conf : Configuration 1.1.4: db ;= StariDB)
S

h

1.1.5: StartOPCy)

L1.2: new()

L AlarmTimer

113 new)

IKernelApp

ReadConfigh r

1.1.8 Oploop(

1.1.4.1: new(
illsl newg)

| opCp : OPCFrowy | | db : DBFroxy |

1.1.1: Conf

IKerne(Timer

\1 1.8 new()

Figure 5. I-Kernel Application Initialization Collaboration Diagram

4.2 Use-Case 2: Intelligent Processing

The intelligent processing is the heart of the application. It starts with a "tick" from the IKernelTimer, which trigger a
sequence of operations: first it asks the DBProxy for the tags to be read from the database, then it asks the OPCProxy for
the tags to be read directly from the Process Equipments, then bot tags from database and from OPC servers are fed into
JESS. After that, the system starts an n-level loop, where for each loop, the system asks the JESS engine to perform one
operational cycle, which first execute JESS rules, then Fuzzy JESS rules and then the neural network. The whole process
is shown in a collaboration diagram in Fig. 6.

db : DEProxy

opcp : OPCProsy

1.2 topc = Read'lﬁ
1.8: writeTags{dbt)

1.4 WriteTags{opct)

iy

1.1: tdb .= ReadTags(

1 ticky)

—>

1.3: RefreshTags(th) 1. 4: RefreshTags(topc)

1.5.1: ExecuteCycled) _ 1o : |essProwy

1.5.2: ExecuteFuzzytyled)

P16 dbt ;= GetDBTags)

1.7: opct := CetOPCTagsD
—>

Kernelsop

. Timer

1.5 [i=1..nlevel] ExecutelnferenceCyeled)

1.5.2: ExecuteCyclel
— Ja

- MeuralPras
Figure 6. Intelligent Processing Collaboration Diagram

4.3 Use-Case 3: Alarms and Alerts Verification

The alarms and alerts sub-system works in parallell to the intelligent processing, and the mechanism is somewhat the
same. The AlarmTimer perform periodic "ticks" to the IKernelApp, which in response perform a verification of alarms
and alerts. The system verify a certain number of monitored tags, and for each tag it checks if the current value is out of
bounds. If the tag value is out of normal, the system checks if the monitored tag should send an e-mail alert or a popup to
the operator, as defined in configuration. After that, it logs the fact with the Logger object and performs either the sending
of an e-mail message or a popup alert message. This behavior is described in Fig. 7.
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—> —»

1.1.2: k2 1= Checklimitsitag) 1.1.2.2; [kaf=e-mail_alert] SendEmailMessage(
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—» >
Conf ;. Configuration
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: Timer
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1.1.2.1 Log( \

 MonitorAnoProx

Figure 7. Alarms and Alerts Verification Collaboration Diagram

5. Configuration and Monitoring Application

The Configuration and Monitoring application is a web application, destined to promote the configuration of param-
eters of the I-Kernel, as well as the Monitoring of the variables under control of the system and the request of shutdown
of the I-Kernel. This monitoring can be a direct supervision of the state of some variable (by the selection of the variable
among all those which are available), or it can be a monitoring by synoptic. In the direct variables monitoring, the user
chooses the variable to be monitored, and the system exhibits its state directly.
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Figure 8. Configuration and Monitoring Application Collaboration Diagram
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This monitoring type is targeted to an isolated inspection in the state of some variable of the system. In the synoptic
monitoring, itSs first required the definition of a synoptic, through the configuration of a screen with a group of variables
that one want to monitor, and once a synoptic has been created, the user can choose it for synoptic monitoring. Besides
these use cases, the system must treat request from the network, usually originated by the I-Kernel application, so that an
alarm and alert pop-up is exhibited for the user. That pop-up request is usually generated from the verification of alarms
and alerts use case at the I-Kernel. All the parameters and classes are shown in Fig. 8.

5.1 Use-Case 4: I-Kernel Shutdown

For this use case to start, the C & M tool should be active. To shutdown the I-Kernel application, the user first asks the
I-kernel to shutdown. The system then verifies the I-kernel status. If itSs off, then it sends an error message, but if itSs
on, the system starts the shutdown of the active I-Kernel.

5.2 Use-Case 5: C & M Tool Initialization

The user loads an URL from the Web browser, which corresponds to the address of the Configuration and Monitoring
Tool. The web page loads the CMApplet which should initialize the C & M tool and open its main user interaction
window.

5.3 Use-Case 6: C & M Tool Shutdown
Once the C & M Tool is open and operational, the user requests the system to close this tool.
5.4 Use-Case 7: Synoptic Edition

This is a complex use-case, which is extended by 4 other use-cases. Through this use-case, the user edits a synoptic to
be used in another use case: Synoptic Monitoring. Basically, the user informs the synoptic name to be edited (it can be a
new synoptic or a synoptic previously edited ), and the system opens that synoptic for edition. With the synoptic opened,
the user may have a series of options that can be chosen in any order: Variable Insertion, Variable Deletion, Variable
Movement, Variable Configuration, Save synoptic, and conclude synoptic edition. If the user made all of the necessary
editions, he can decide to save or close the synoptic. The details of this use case are in Fig. 9.
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Figure 9. Synoptic Edition Collaboration Diagram
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5.5 Use-Case 8: Variable Insertion

This use-case is an extension of the "Synoptic Edition" use-case, allowing the user to insert a new variable to be
monitored in the synoptic being edited. Basically the user selects the new variable to insert, positioning the mouse where
he wants it to be inserted. The system inserts the new variable being monitored and upgrades the screen.

5.6 Use-Case 9: Variable Deletion

This use-case is an extension of the "Synoptic Edition" use-case, allowing the user delete a variable being monitored
in the synoptic. Basically, the user selects the variable to be deleted and asks the system to delete it.

5.7 Use-Case 10: Variable Movement

This use-case is an extension of the "Synoptic Edition" use-case, allowing the user to move around a variable being
monitored in the synoptic. Basically, the user clicks on the variable to mark it. After that he clicks in it again, without
releasing the mouse button and then moves it for the final position. When releasing the mouse button, the system moves
the variable to the wanted position.

5.8 Use-Case 11: Variable Configuration

Permit the user to configure the variable monitored in the synoptic edition. Basically the user has two options: he can
either resize the variable, or modify the variableSs configuration parameters. If he wants to resize the variable, he clicks in
one of the variable marks and moves it to the new wanted point. The system will resize the variable considering the new
point. Alternatively, the user can give a double click in the variable, and a new window with the configuration parametes
will appear. In it, the user can edit all the variable parameters which he wants, and after finishing the configuration, he
can confirm or cancel the alterations.

5.9 Use-Case 12: Synoptic Monitoring

After a synoptic is edited in use case 7: Synoptic Edition, it may be used by the user to obtain the monitoring of a
group of variables in a window, defined in the synoptic template. The user basically chooses the file with the synoptic
template, and the system opens the monitoring window and it begins the timer that will make the updating of the screen.
After that, the system will be waiting to the user request for closing the window, and when this happens, it deletes the
timer and the monitoring window.

5.10 Use-Case 13: Synoptic Actualization

This use-case complements the use-case 12: Synoptic Monitoring. Basically, when a synoptic window is being
monitored, it is associated with a synoptic timer that sends periodic "ticks" of clock. In each "tick", the system captures the
synoptic variables through OPC server and database (it has been configured through the use-case Variable Configuration),
updates its values and update the screen to see the new values.

5.11 Use-Case 14: Variables Inspection

The user has the option of inspecting one or more variables. The user selects the variables to inspection, and the
system opens a variables inspection window. The user can select which variable he wants to inspect, and the system show
that variable in the appropriate place and exhibits the variable value. The user then can decide to inspect another variable
or to conclude the operation.

5.12 Use-Case 15: I-Kernel Configuration

The user can update the parameters of the I-Kernel configuration. The user requests to the system the I-Kernel con-
figuration, and the system opens a configuration window, containing all of the parameters configured. The user then can
make the alterations that he intends, and confirm the changes or to leave canceling the operation.

5.13 Use-Case 16: Pop-up Alert Solicitation

This use-case is used together with use-case 3: Alarms and Alerts Verification. The I-Kernel subsystem sends a request
through the network asking for the alert pop-up to appear. In the present use-case, the request arrives through the network,
and the C & M subsystem creates the pop-up window, showing the message wanted to the user. After reading the message
the user can request the closing of the pop-up window.
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6. CONCLUSIONS

We briefly presented in this paper the requirements and design of an intelligent kernel (I-Kernel) to be used in the
construction of a Predictive Maintenance System of a Power Plant. The modelling complies with RCM (Reliability
centered maintenance) concepts. The system basically consist of the ConfMonitToolApp module and the I-kernelApp
module. This application is actually going to a coding phase, and the next steps are to fully test the application within
the power plant. Despite its use in this particular application, the concept of an intelligent kernel goes beyond simply this
project, being useful for the construction of similar applications in the future.
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