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An enterprise modelling CASE tool and data schema requirements for

the selection of software support

K. T. K. TOH{ and J. A. HARDING{*

This paper describes a prototype CASE tool which has been implemented to
support the selection of software applications. It is argued that information
structures are invariably linked to the operation of the enterprise and can, there-
fore, be used as a powerful basis both for the suitability assessment and selection
of candidate software applications. A structured methodology for the modelling
of the enterprise operation and development of information requirements is ® rst
outlined to establish the application domain of the CASE tool. The functionality
of the CASE tool is subsequently described, showing how aspects of the enterprise
are captured in terms of organization, functionality, resource and information. It
will be demonstrated how the information structures, captured by the CASE tool,
are subsequently developed into a schema and used for the evaluation of a suit-
able software application.

1. Introduction

Advances in technological solutions coupled with the volatility of economic
and social circumstances have encouraged enterprises to employ a multiplicity of
commercially viable computer-based support systems to sustain their necessary
business and manufacturing operations in an e� cient and integrated manner. The
reduction in processing time, physical storage and handling of paperwork, and easy
access to information are some of the many justi® cations for the introduction of
computer-based information systems. Examples of this are when sales order pro-
cessing or material planning or inventory software support, etc. are introduced into
the company. Therefore, a major aspect of enterprise engineering involves the design
of the supporting enterprise information system.

Information systems are increasingly heterogeneous in nature; indeed, it is very
rare to ® nd industries with a monolithic homogeneous computing base where all
functions operate from the same platform. Indeed, additional requirements of emer-
ging manufacturing paradigms, e.g. virtual manufacturing, require an organization’s
interoperability to, eventually, also span its customer’s and supplier’s network inter-
faces. Furthermore, it is di� cult for any single software supplier to support and
provide the expertize necessary to cater for the full suite of software modules,
needed to accommodate the diverse and specialized functions which exist within
an enterprise. These di� erent functions could range from order entry, shop ¯ oor
data collection to inventory control. There may also be the requirement for modules
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of custom-built components for highly specialized needs, e.g. organization-speci® c
user interfaces.

The combination of several systems which individually satisfy particular require-
ments may not provide the best overall solution. The focus on software acquisition
has traditionally been on pre-de® ned user interface requirements, and the selection of
software con® gurations in enterprises is not based on su� cient assessment of the
company’s requirements in terms of operation and information structures. This
paper shows how enterprise modelling architectures and CASE tools can be used
to capture enterprise requirements and provide a powerful means of specifying soft-
ware requirements. The emphasis on the design of CIM systems in the 1980s led to
the development of a number of modelling architectures for the design and execution
of CIM systems. Examples of these architectures are GRAI, CIMOSA and the
PERA architectures. The emphasis of these architectures was that consideration of
organizational, information and functionality aspects was important in the design of
integrated systems. As such, the majority of the design architectures for CIM was
based on developing and using integrated models of functionality, information and
organization.

The argument of this paper is that methodologies for enterprise modelling can be
used to generate `neutral’ information speci® cations (schema). This is a powerful
asset when sourcing software, as applications may be selected by ® nding the best ® t
between the software data structures and the schema speci® cations. This paper out-
lines a methodology, and describes the role and functionality of a supporting pro-
totype CASE tool which is aimed at providing smaller industries with the capability
of generating speci® cations, from which decisions relating to the choice of applica-
tion support can be made. It is important to note that the CASE tool is based on the
principles of an underlying enterprise modelling architecture; this will demonstrate
how modelling architectures can be powerfully deployed, as opposed to being per-
ceived to be of solely theoretical bene® t.

2. Enterprise integration and the role of IT

The design and implementation of an information system is a protracted task
which involves diverse areas of expertize throughout all stages of the project. The
requirements of the individual company have to be considered, along with the vari-
ous enabling technologies and the highly competitive range of contemporary prod-
ucts available. To ensure the implementation of a system which is appropriate, a
methodology should be used where individual phases of the design to implementa-
tion process are precisely de® ned (Uppington and Bernus 1998, Murgatroyd et al.
1998) . Methodologies include guidelines, techniques and procedures which the end-
user can follow in order to carry out the project. This may involve the use of
structured approaches, reference architectures, and their associated modelling form-
alisms and graphical tools (Doumeingts and Chen 1992) .

Structured approaches cover all aspects of the project which is typically divided
into phases, e.g. analysis, design, implementation and operation phases. The reason
for using structured approaches, as opposed to ad hoc methods, is so that a complex
project may be organized into small, well-de® ned activities. By specifying the
sequence and interaction of these activities, project planning and control becomes
more e� ective. Exemplars include the structured approaches of the GRAI (Chen
et al. 1997) , Purdue (Williams 1994, Li and Williams 1997) and SSADM
(Ashworth and Goodland 1990) methodologies.
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Reusable modelling constructs may be identi® ed by using CASE tools in the
modelling process (Brough 1992, Williams et al. 1993, Hashemipour et al. 1997).
The process of requirements de® nition (or modelling) then transforms the available
knowledge into more formal descriptions of the information network speci® cations
which can be used for implementation. The basic idea behind CASE is to support
each phase of the life cycle with a set of labour-saving tools. Some CASE tools
directly assist the design and support of system development, and also provide
management information, documentation and control of the project as it develops,
ensuring consistency, completeness and conformance to standards. The major task,
however, is to select a suitable architecture from which the CASE tool can be
developed. The CIMOSA and ARIS architectures are readily supported by CASE
tools as each has a declared goal of formality in their de® nition and description of all
aspects of their architectures (AMICE 1991, Scheer and Kruse 1994) .

Formal systems design methodologies, e.g. CIMOSA, Purdue, etc. typically
address the higher level subsystem issues that are relevant to the design of single
(monolithic) custom-built applications. Indeed, some methodologies do not take
account of the issues of integrating independently designed components, and the
maintenance of systems through long life cycles entails requirements changes and
extensions to multiple systems. This is gradually changing with the emergence of
standards, e.g. the RM-ODP (ISO/OSI 1995) , CORBA (Thomas et al. 1995) and
DCOM (Li and Economopoulos 1997) for the development and deployment of
applications in distributed heterogeneous environments. The impact of these IT
infrastructure technologies on the majority of smaller industries is still unclear,
especially their impact on the integration of existing software applications.

Very few organizations currently operate with monolithic custom-written
software applications, and the trend is to opt for vendor or o� -the-shelf
solutions. Bespoke or custom systems are costly to implement, and the timescales
required for realizing an operational system are frequently too long. Furthermore,
it is unlikely that bespoke applications will match both the functionality and
¯ exibility of the available vendor solutions. Powerful, market-tested vendor
solutions, generally, provide a limited capability to be customized to meet speci® c
end-user requirements.

The growing availability of pre-existing software, which is both diverse and
comprehensive, is displacing the need for custom software. Specialist software
houses operate in niche markets and bene® t from a wide customer base, and as a
consequence, specialized, o� -the-shelf applications are developed with considerable
expertize and knowledge of customer requirements. The end-user also bene® ts from
software upgrades and peer support, e.g. technology transfer via user groups.
Therefore, the task of systems design and implementation very often focuses on
the integration of existing and new bought-in solutions.

The following sections describe a methodology and CASE tool which supports
the generation of company information requirements. These form a basis for the
selection of appropriate software applications to provide the best support to enter-
prise operations and the best satisfaction of enterprise information requirements.

3. Methodology for software speci® cation based on the SSADM structure

The task of realizing an information or IT system, from speci® cation to
implementation, is well supported by existing structured approaches. The SSADM
methodology (Ashworth and Goodland 1990) , leads step by step from an existing
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system to a future system taking into account evolution objectives and speci® c
constraints, as illustrated in ® gure 1. Each stage consists of a set of tasks to be
performed; the tasks are de® ned in terms of required inputs and outputs or deliver-
ables. SSADM is accompanied by techniques which de® ne how the individual stages
of the structured approach are performed, these are supported by modelling form-
alisms, e.g. data ¯ ow diagrams, logical data structures, entity life histories and
logical dialogue design.

Six stages of the SSADM realization process are fully supported by techniques
and modelling formalisms, and these are highlighted in ® gure 1. These stages are user
dominated and involve analysis of a current system and identi® cation of the require-
ments. The result of this phase of activities is the requirements de® nition in terms of
a set of speci® cations for the IT system. The subsequent stages of the SSADM
methodology are vendor dominated and involve the activities which realize the IT
system based on the speci® cations produced. Analysis of the organization in terms of
its existing system is carried out to understand the operations and data requirements.
This is an important aspect of the technique as it provides a ® rm basis for the design
of the future system.

Speci® cation of the requirements involves extracting the logical view of the
system, from the understanding obtained during the previous stage, in terms of
what the new system is supposed to achieve (Ashworth and Goodland 1990) . This
will involve aspects of both current operations and decisions about what must be
included in the new system. The ® rst two stages can be supported by modelling
architectures, modelling languages and associated CASE tools. It is necessary to
highlight the important role of modelling architectures and their associated CASE
tools in structured approaches, e.g. SSADM. Further explanation of the di� erent
roles of modelling architectures in structured approaches is beyond the scope of this
paper, but a detailed discussion may be found in Toh (1999a) .
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Figure 1. The structured approach of the SSADM methodology (Ashworth and Goodland
1990).
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The selection of technical options involves the choice of the hardware and
operating system. This will invariably require the careful consideration of various
enabling technologies and con® gurations. These range, e.g. from the choice of
computer network topology, physical transmission medium, communication
protocol, and network access to the performance of the information network. The
purchase of new systems and applications requires input from the IT vendors to
compile the di� erent implementation options. The ® nal selection is based on the
most appropriate solution which is economically viable.

Logical or conceptual data design involves formally documenting the informa-
tion requirements for the system. SSADM is a data-driven method, which means
that there is an assumption that systems have an underlying unchanging data struc-
ture, although processing requirements may vary (Ashworth and Goodland 1990) .
Within SSADM, this underlying data structure is modelled at an early stage of the
methodology and forms a major part of the systems design process.

Logical process design involves specifying the processing requirements of the
system or operations that the system will perform in response to events, data en-
quiries or updates. This includes a description of the data content of every input and
output from the system, which will form the basis for the detailed design of graphical
display formats, reports and form layouts; these speci® cations are subsequently
given to application programmers who create the user interfaces. Physical design
involves converting the conceptual speci® cations for data and the processing require-
ments into a design which will run on the target environment (Ashworth and
Goodland 1990) . At the end of this phase, the documentation required for the sub-
sequent construction phases is produced.

One disadvantage of these top-down approaches is that they are based on deriv-
ing speci® cations for the design of a single (monolithic) system where the integration
issues are addressed during the physical design stages. It should be noted from the
® gure that one of the major deliverables of the speci® cation stage is the information
schema speci® cation which, in this paper, is not used as a speci® cation for the
realization of a bespoke system. The emphasis, however, is on the use of speci® ca-
tions as a basis for the selection of vendor-sourced software applications.

4. Proposed application for modelling the enterprise and generating the information

schema

Invariably, a major decision to implement a new information system (either
paper or computer based) presents a new opportunity to evaluate existing company
business processes and initiate improvement measures either through the intro-
duction of new business processes or the improvement of existing ones. The detailed
analysis of the functional structures of the organization will invariably result in the
growth of the supporting data structures, or changes to ones already in existence in
the information system.

The major challenge is to ensure that the changes made to the underpinning
information structure of the enterprise are re¯ ected and documented. A major fea-
ture of enterprise modelling architectures, e.g. CIMOSA and ARIS is that they
contain both function and information views to ensure that the data schemas are
not developed in isolation of the enterprise functionality. These architectures are
supported by CASE tools which provide an identi® cation of those reusable model-
ling constructs already established in the system (Brough 1992, Williams et al. 1993).
The following sections outline the application of a CASE tool, which is an extension
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of the CIMOSA modelling language and which allows the information schema of an
enterprise to be developed to support the task of software selection. (The CIMOSA
modelling methodology was adapted to allow for the modelling of small human-
dominated industries. ) The reason for using this modelling approach is that the
information structures captured by the CASE tool are inextricably linked to the
functional structures of the enterprise and therefore, the schemas closely re¯ ect the
information requirements of the enterprise. O� -the-shelf software applications are
selected on the basis that their underlying data schemas o� er the most appropriate
match to the enterprise data schema. Further development of the arguments for the
development of modelling architectures may be found in Toh (1999a, b).

The application domain for the CASE tool is shown in ® gure 2, which shows
a number of detailed steps leading to the speci® cation of information requirements,
expressed in the form of the information schema. The CASE tool is a realization
of the fundamental CIMOSA concepts, where the enterprise functionality is
modelled in terms of the operation of business processes; additional functionality
has been added to the CASE tool to capture interactions between employees
during the course of their work. This approach, which is an addition to solely
modelling the business process, provides a means of identifying enterprise activities
which are performed as a consequence of human-dominated interactions in
enterprises. This enhances the applicability of the CIMOSA modelling language as
it provides additional constructs for capturing enterprises which are dominated
by employee collaboration.

The process begins with a high-level statement of the business requirements for
the information system to be installed. The second step in the process is to establish
the core business processes in the enterprise, this can be readily captured by using,
e.g. the existing CIMOSA constructs, and using domain processes, business pro-
cesses and enterprise activities. However, in this paper, an alternative approach is
used which is centred on the modelling of functional entities derived from Koestler’s
(1967) concept of holons, explained in section 5.1.
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Figure 2. Application domain of the CASE tool: modelling of the information
requirements.
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The third stage involves the modelling of the enterprise functionality using holo-
nic concepts described in section 5.2. Enterprise activities are captured using the
language constructs for activity analysis shown in ® gure 3. The constructs are, by
design, linked to the information view of the architecture through constructs, e.g.
enterprise objects (sales orders, purchase orders, cutting tools, etc.) and correspond-
ing object views (an object view is the collection of information entities associated to
an enterprise object) which are modelled in conjunction with activity analysis. The
identi® cation of enterprise objects and object views becomes the starting point for
the further analysis and development of information schemas.

The modelling of object views, in the fourth stage, results in the identi® cation of
information elements associated with individual enterprise objects. For example, a
works order is the object view of a component part, which is an information entity.
The information entities consist of a cluster of information elements associated with
the component, e.g. start date for manufacture, due-date for delivery, etc. These
information attributes are captured in the ® fth stage.

The sixth stage involves the generation of the information schema which is
compliant to the conceptual schema of the ANSI/X3 SPARC DBMS three-
schema architecture. This involves identifying the relationships between the
information entities, and is an important step as the information schema represents
a neutral representation of the enterprise information structure independent of the
implementation technology, e.g. databases, operating systems, distribution, etc.

During the sixth stage of the methodology, the enterprise information schema
will be used as the basis for the selection of the most appropriate application soft-
ware. The major reason for this focus is that an enterprise operates around an
underlying, unchanging data structure and the conceptual information schema,
therefore, provides a consistent, common and unambiguous view which can be
referenced by the users of the IT system.

The authors believe that this is a powerful approach, as software applications can
be shown to also have a corresponding information structure (section 6), which can
be projected against the enterprise information schema speci® cations and the func-
tional structures of the enterprise in order to identify the degree of compatibility.
Methods for documenting the information schema against the software application
will also be discussed in section 6. Other factors have to be taken into account in the
ultimate choice of software, e.g. cost, user interface, security, etc. but it should be
noted that this paper proposes an approach which is information centred, and that
the focus of this research is to seek compatibility in terms of data structures as one
basis for software selection.
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Figure 3. The modelling constructs for activity analysis (AMICE 1991) .
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5. S tructure of the CASE tool

The design of the CASE tool has been heavily in¯ uenced by the archi-
tectural concepts of the CIMOSA architecture, where viewpoints provide the
means to populate di� erent aspects of the same uni® ed model rather than
dealing with the complexity of the whole model at the outset. This allows the
modelling of the functional and behavioural aspects of the company using
constructs belonging to one architectural view and subsequently proceeding to
modelling the information structures using constructs in the information view.
The advantage is that the modelling of the enterprise using one view of the
architecture provides information which supports the analysis and population of
other related views.

The CASE tool supports the modelling of function, information and organiz-
ation views, whilst the modelling of enterprise functionality and behaviour is based
on constructs developed from holonic concepts. The underlying schema of the CASE
tool, based on the holonic constructs, will ® rst be outlined using Booch class dia-
grams (Booch 1994). The holonic concepts have been described using the object-
oriented model because the use of classes and inheritance provides a simple and
expressive model for the de® nition of relationship in various parts of the system.
The resulting model closely parallels the application domain, thus assisting in the
design and understanding of a complex system (Monsef and Teggar 1998) . The user
interfaces of the prototype CASE tool have been implemented and tested in an
industrial study. This will be explained in detail to illustrate the functionality of
the CASE tool and demonstrate how data from a company can be captured using
the modelling constructs.

The CASE tool is a windows-based application which has been implemented
using the Microsoft development system, Visual C‡ ‡ (Microsoft 1997). The
development system is object oriented, where the visual user-interface objects,
e.g. windows, dialogue boxes, dialogue controls and menus are encapsulated
as object classes and provided in the Microsoft Foundation Class Library
(Microsoft 1997) . The object classes provide the functionality common to most
applications written for windows-based operating environments. It will be seen
that the most commonly used object class is the dialogue class, which encapsulates
the functionality of the Windows dialogue box and controls. This class is
invariably used in conjunction with the control classes, e.g. buttons, list boxes,
edit boxes and check boxes, etc. An important feature of the object classes
derived from the Foundation Library is the support for object persistence, which
is the ability to write or read an object to or from a persistent storage medium,
e.g. a disk ® le. The basic idea is that an object should be able to write its
current state, usually indicated by the value of its member variables, to persistent
storage. Later, the object can be recreated by reading the object’s state from the
storage. This handles all the details of object pointers and circular references to
objects that are used when the state of an object is stored. This allows a repository
of models representing di� erent companies to be created and stored.

The CASE tool is built around two principal categories of dialogue interfaces.
The ® rst category is designed around a list-box which displays a list of objects which
have been created and stored. The second category is based on a modelling template
which enables instances of classes (objects) to be created. Examples of these two
interface categories are shown throughout the following sections.
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5.1. Modelling the organization
The CASE tool is based on the modelling of functional entities in the

enterprise organized into functional entities, called holons, which exist within
individual organizational groupings. It has been found that this is a more
appropriate approach than relying solely on business processes for the modelling
of small companies which are not highly structured (Toh et al. 1997) . The CASE
tool has been developed and the prototype has been tested for the modelling of
small organizational structures. The model of a small company is depicted in
® gure 4, where the organizational structure is described in terms of activity domains.
Three domains are indicated, these are: an executive domain; a business support
domain; and a manufacturing domain. As a particular example, the executive
domain can include activities, e.g. the planning and supervision of daily operations,
and liaison with customers and suppliers. The business support domain may include
the processing of orders in two parallel avenues. The ® rst avenue relates to the
® nancial aspects in terms of costing, invoicing, etc. The second avenue involves
production planning, routing or scheduling, and the purchasing of material, etc.
The manufacturing domain involves the implementation of production plans,
monitoring the progress and ensuring that the production orders are completed
on time. The representation of the business as interacting domains is not
imposed on the company as a pre-ordained con® guration, rather a particular
representation is derived from a study of the business and its preferred view of
the operation. This provides the starting point for the subsequent derivation of
more appropriate information support requirements.

The concept of domains provides the association between top-down modelling
and the complementary bottom-up modelling using holonic concepts, where an
individual domain, shown in ® gure 5, acts as the starting point for the modelling
of the individual company holons. The relation is such that an individual domain in
a company has holons. (The semantic relations will now be shown in italics through-
out the rest of the paper.) There is a hierarchy of domains, such that a business
support domain Is_a domain. Furthermore, in accordance to Suda’s (1990) de® ni-
tions, holons which perform information-processing tasks are categorized as soft
holons, and those which perform manufacturing tasks are categorized as hard
holons. These are described using the class diagram such that a hard holon and a
soft holon is_a holon.
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Figure 4. A model of the organization of a small company in terms of activity domains.
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The interface which has been designed to model the organization structure is
also shown in ® gure 5, it captures the holons (functional entities) in the CNC
machining domain. The functionality is captured in the class diagram such that
holon performs one or more (1, . . . , n) activities. Examples of the machining
holons are the CNC jig grinder, CNC machinist, etc. In this instance, the
machining (hard) holons are captured by the CASE tool, but it is possible to
model information processing (soft) holons as there may be non-machining
activities, e.g. operations planning, performed by employees within the CNC
machining domain.

Holons are created using a modelling template shown in ® gure 6. The feature of
this modelling template is the access it provides to process and facility browsers,
which enable the process and facility aspects of the holon to be de® ned. Through this
dialogue interface, a holon is characterized in terms of its principal functionality and
by the facility level, e.g. factory, shop, cell or workstation level to which it can be
associated.

In addition to characterizing the holon in terms of its principal functionality, the
¯ exibility is built into the CASE tool for the holon to be characterized_by the facility
level to which it is associated. An executive holon may be characterized as a factory
level holon, or a machining holon as a workstation level holon, where the ability to
associate any holon to a particular facility level enhances its description and gives
more information about an entity which is captured by the CASE tool.

4088 K. T. K. Toh and J. A. Harding

DIALOGUE CONTROL BUTTONS

CLOSE DIALOGUE
AND CANCEL OPERATION

EDIT OBJECT

ADD OBJECT

DELETE OBJECT

SHOW OBJECT DETAILS

LIST THE BUSINESS 
SUPPORT ZONES

LIST THE MANUFACTURING 
ZONES

BUSINESS 
DOMAIN

SALES ORDER 
PROCESSING

Characterised_by

Has
FACILITY

PROCESS

MANUFACTURING 
DOMAIN

EXECUTIVE 
DOMAIN

SALES 
DOMAIN

ACTIVITY
SOFT

HOLON
SALES
HOLON

PLANNING
HOLON

HOLON

MILLING
HOLON

TURNING
HOLON

MACHINE 
SET-UP

HARD
HOLONPerforms

Is_a

Is_a
Is_a

Is_a
Is_a

Is_a

Is_a

Is_a

Is_a

Is_a

Is_a

Is_a

Characterised_by

1....1

1....1

PART 
PROGRAMING

Figure 5. The CASE tool dialogue which captures the organization of the business.
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Another association which gives the holon its identity is created by identifying
the principal process which is performed by the holon. This is achieved by choosing
the appropriate process classes from a process taxonomy which are discussed in
Molina (1995). Furthermore, there is a relationship between the process and the
resource where, e.g. the CNC milling process uses resources, e.g. cutting tools,
material etc. Aspects of this are shown later in ® gure 9, which further describes
how resource taxonomies can be created using the CASE tool. Other details which
are required for the de® nition of a holon are a unique identi® cation (ID), name and
description. Once these parameters have been completely speci® ed, an instance of a
holon is created and included in the relevant domain. When a holon is de® ned, the
CASE tool automatically progresses to the modelling of the enterprise functionality
and behaviour which will subsequently lead to the modelling of information
structures.

5.2. Modelling the functionality and behaviour
A major aspect of the CIMOSA architecture is the function view. To capture

function and behaviour, CIMOSA models the enterprise in terms of a collection of
concurrent business processes executed by a set of functional entities or resources
(Kosanke 1992, Vernadat 1996). The language relies on formally de® ned domain
processes, where enterprise events are used to identify the boundaries of a process
(Kosanke 1995) . The central and starting viewpoint for building a particular model
in CIMOSA is the function view, its constructs capture in a top-down fashion the
enterprise domain processes, business processes and enterprise activities (Kosanke
et al. 1996).

The incorporation of holonic concepts in the CASE tool (® gure 6) provides
an alternative approach to modelling enterprise functionality which is centred
on the holon as a functional entity. The holon is introduced as an abstract
representation of both the human employee in the enterprise and the resource,
e.g. machine tool, computer workstation, etc. The characteristics of the holon
have been in¯ uenced by Koestler’s fundamental de® nition of the holon and from
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Figure 6. The CASE tool template for the modelling of holons.
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Suda’s application of the holon for highly automated manufacturing (Suda 1990) .
This provides a bottom-up modelling approach to capture the human
interactions and facilitate the development of the information schema. Holons
are characterized by their cooperation in an enterprise, where the holon is
obliged to cooperate by performing its principal functionality, i.e. if the holon is
identi® ed as a machining holon, it cooperates by producing machined components.
In turn, a contingency situation is immediately introduced, this is used to represent
the circumstance where the holon is unable to ful® l its obligation. These ideas
behind the holon have provided powerful concepts for developing a bottom-up
modelling methodology, which can be used to capture interactions within and
between domains.

The main thrust of modelling the enterprise behaviour in terms of employee
interactions, is to identify the activities which are performed. The CASE tool there-
fore models a holon by providing constructs to capture its autonomy, cooperation
and control aspects. The autonomous construct captures the self-assertive tendency
of a holon, hence, it has the autonomy to perform a de® ned set of activities. The
cooperative dimension captures the integrative tendency; the primary tendency of
the holon is to cooperate, e.g. a turning holon cooperates by accepting jobs from the
production planning holon and produces completed components.

The holon has autonomy, control and cooperation constructs, as illustrated in
® gure 7. The holon is also expected to have a degree of autonomy in performing
supporting activities. The assignment of these activities is carried out during the
modelling of an individual holon and provides an approach which is centred
around the functional entity (employee and equipment) rather than in terms of
business processes within an enterprise.

A third dimension of control is used, where at a particular instance, a holon may
assert itself and impose constraints on another holon. When one peer holon controls
another, a corresponding cooperation construct for the controlled holon to meet the
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control in the function view.
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demand must be created. When interactions occur between two holons, activities
must be identi® ed and analysed.

By registering both the cooperative and autonomous activities of holons during
the modelling process, the `portrait’ of the holon is built up in the function view.
Modelling the activities enables the modelling of the information requirements to be
speci® ed that support the activities, i.e. speci® cation of the parameters in the infor-
mation environment. In order to identify the primary functionality of the holon, the
semantic relation characterized_by is used to associate the holon with a process
which is de® ned in the manufacturing model. Hence, a holon with a vertical CNC
machining centre would be characterized_by vertical CNC machining and is_a hard
holon which performs vertical CNC machining tasks. The principal functionality of
the holon is modelled using the relation performs , it therefore performs information
processing or manufacturing activities. The holon also performs a set of de® ned
supporting activities. The activities are, e.g. the setting up of a work piece or cutting
tool, the purchase or acquisition of raw material, or the preparation of an NC part
program.

Many of the interactions between holons occur, out of necessity, when con-
tingencies are encountered. In order to further capture the holonic behaviour, any
node holon is subject_to contingency situations. For each cooperation mechanism,
an associated contingency is created, these occur when the obligations are not met,
e.g. failure to ful® l the due date. A set of causal classes can be modelled with each
contingency; a machining node holon requires cutting tools, raw material or machin-
ing ® xtures, etc. as inputs to the process. A contingency can occur when the machin-
ing ® xtures are absent, or there is a shortage of cutting tools or raw material.

Each causal class has one or a selection of recourse options. The node holon can
invoke its autonomous mechanism, or summon (control) other nodes into taking
recourse actions. In addition, the machining node holon may invoke its control
mechanism over the production planning node holon to purchase new cutting
tools. The production planning node is obliged to cooperate and a new activity is
generated which is to purchase new cutting tools. Furthermore, the machining node
holon has the autonomy to perform additional activities, e.g. generating an alter-
native job sequence or reallocating material from another job.

A number of recourse options, shown in ® gure 7, can be governed by some
conditions which the enterprise may choose to impose. If the contingency was the
result_of a shortage of cutting tools, a condition may be stipulated as the cost of the
cutting tool. A number of scenarios can subsequently be speci® ed which determines
the choice of recourse option, e.g. if the cost of the cutting tool was less than a
stipulated amount, the recourse would be to buy the cutting tool without the need
for prior approval. Otherwise, the recourse option could be to invoke the control
mechanism so that the production planner will raise a purchase requisition for the
tool, or to compel a peer node holon to take over the machining task.

A holon is a functional entity which has the capability to interact, and by mod-
elling these aspects of an enterprise, the operation of a set of activities is captured.
Activities are modelled using a form of the IDEF0 formalism (Colquhoun et al.
1993, Jorgensen 1995) , shown in ® gure 8, characterizing the inputs, outputs, controls
and constructs (known as ICOMs). This has been selected because it is easily under-
stood and has been widely applied for activity modelling. The extended IDEF0
notation for activity modelling is introduced in this research, with the addition of
the c̀ontrol output’ construct. This is necessary in order to model the information
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parameters which are altered during the performance of an activity. A similar
approach is also used by CIMOSA (AMICE 1991) for analysis of enterprise activ-
ities (which has a further resource output ICOM). It should be noted that only the
r̀esource input’ has been used for activity analysis. Although usage of the resource

output would enrich the description of the activity, the construct has not been used
for the prototype CASE tool as it has been found that the resource input is adequate
for the capture of the resource objects. The modelling of these resource objects
during activity analysis will in turn allow the identi® cation of associated information
elements.

The objects which constitute the functional inputs and outputs for a machining
activity are, e.g. the raw material, bought-in components, component drawings.
The task of object identi® cation involves the speci® cation of enterprise objects as
the inputs and outputs of the enterprise activities. The speci® cation of the enterprise
objects in terms of functional inputs and outputs, and resource objects are linked
to the speci® cation of information where the identi® cation of the objects constitutes
the ® rst step in identifying entities for the information schema, where the enterprise
objects are in turn composed of information elements manifest as object views
(Jorysz and Vernadat 1990, AMICE 1991) . This will be further discussed in
section 5.4.

5.3. Modelling of company resources
The modelling of company resources is linked to the task of activity analysis,

which is carried out using the extended IDEF0 notation shown in ® gure 8. The type

4092 K. T. K. Toh and J. A. Harding

Characterised_by

ZONE

Has

PROCESS

Performs

HO LON

CONTROL
PARAMETERS

Subject_to

CONTROL
OUT CONTROL

IN

Is_a
Is_a

1....n

1....n

FUNCTION 
INPUT

FUNCTION 
OUTPUT

CAUSUAL 
OBJECT

CONDITION RESOURCE 
FAILURE

INPUT 
FAILURE

RECOURSE 
ACTION

ACTIVITY

CONTINGENCY
SITUATION

FUNCTION I/O

Invokes

Is_a

Is_a

Subject_to

Result_of

Has
Has

Is_a

Is_a

1....n

1....n
1....n

1....n

1....n

1....n

1....n

1....1

Figure 8. Modelling contingencies and recourse options.
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of objects which constitute the resource inputs and outputs are determined by the
activity being modelled. For a machining activity, the functional inputs are the raw
material, bought-in components, component drawings, etc. The functional outputs
are the completed components. In the case of information processing activities, the
functional inputs may be sales order forms, purchase requisition forms, etc. The
functional input and output of an activity are speci® ed with modelling templates,
and the addition of any new item will be re¯ ected in the combo style list-box.

The resource inputs are the machine tool, the human resource (operators) ,
machining ® xtures, cutting tools, inspection gauges, etc. A prerequisite in specifying
the resource inputs is that the source (or library) of objects have to be obtained from
the resources identi® ed within the facility. The modelling of resource structures can
be considerably enhanced through the development of resource taxonomies; these
have been used as a means to establish common glossaries for the successful com-
munication of concepts and ideas amongst multi-disciplinary groups involved in the
design of CIM systems (Camarinha-Matos et al. 1995, Perakath et al. 1995).

This gives a major advantage as it allows the generic structure of process and
resource classes to be developed independently and reused. The resource taxonomy
can be also de® ned using the generalization± specialization mechanism. The creation
of taxonomies allows the di� erent types of manufacturing resources to be organized
consistently in hierarchies. The taxonomy can be continually enhanced by the addi-
tion of new classes of resources or processes, or the creation of greater levels of
abstraction. Maintaining the independence between the taxonomies and facility
description promotes the reusability of the generic resource structures.

A feature of the CASE tool is the class taxonomy modeller which enables the
process and resource taxonomies to be created, the interface is illustrated in ® gure 9,
where the taxonomy structures can be created independently of any speci® c instance
of manufacturing facility. The taxonomy modeller consists of two list-boxes, the ® rst
displays a list of the resource classes which have been modelled. The second list box
displays the attributes which are associated to the resource class. Control buttons
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Figure 9. The class taxonomy modeller which captures information classes.
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have been built in to display the technical, administrative and operational attributes
of the resource, respectively. An important feature of the taxonomy modeller is that
any attribute which is added to a higher level class in the taxonomy is automatically
inherited by the child class. Therefore, if the attribute `process cost’ is speci® ed for a
machining process, all derived classes, e.g. CNC machining processes and turning
processes also inherit the attribute `process cost’ . In addition, speci® c attributes may
also be added to an information class at any particular level.

The class taxonomy modeller includes the `navigate-up’ and `navigate-down’
controls which provide the means of viewing individual levels of the entire taxon-
omy. Dialogue controls are also provided to enable the navigation into lower or
higher levels of the class structure. New information classes can be added to, or
deleted from the list at any particular level of the taxonomy. The taxonomy modeller
has to maintain the integrity of the taxonomy when any information class is removed
or added at the intermediate levels of the structure, this enables the correct
inheritance of information attributes to be maintained as the taxonomy evolves.
There are two scenarios which have to be considered, the ® rst is when an information
class is deleted from the hierarchy. In this instance, the taxonomy tree of derived
classes below the deleted class has to be moved onto the parent of the deleted class.
The second scenario involves the addition of a class to the taxonomy, where in this
instance, the taxonomy tree of derived classes has to inherit from a new parent class.
The taxonomy structure is maintained as each information class is incorporated with
a record of its parent classes, i.e. each information class has a record of its genealogy.
Any modi® cations to the taxonomy will result in updates to the genealogy record of
the classes a� ected by the changes.

5.4. The speci® cation of information elements
The speci® cation of the information elements and generation of the information

schema corresponds to the information view of the CIMOSA architecture. The work
is typically carried out in three stages, i.e. speci® cation, design and implementation.
The CASE tool supports the speci® cation stage, where the results of the activity
analysis are the identi® cation of data parameters which constitute the elements of the
extended IDEF0 control input, output and resource ICOMs.

In accordance with the CIMOSA modelling language, the support for
information speci® cation (in the information view) at the speci® cation stage is
centred around object identi® cation. At the design stage, the relationships
between the identi® ed objects have to be modelled within the information view to
produce the speci® cations for the conceptual information schema. Should decisions
be in¯ uenced by the implementation-speci® c issues in the latter stages of the design
phase, further data engineering techniques (e.g. relational analysis) may be applied
to derive detailed internal and external schema speci® cations, in accordance with the
ANSI/X3 SPARC DBMS (Tsichritzis and Klug 1972) three-schema architecture.

During functional analysis, e.g. a production planning holon will invoke
the cooperation of a machining holon. Correspondingly, the machining holon
cooperates with the production planning holon by producing the required
components. The interaction between the two holons thus identi® es a due date for
the order, which is a data parameter taken from the information models, as a control
input ICOM for the machining activity.

The link between the information elements and the extended IDEF0 representa-
tion of the activity is established through the control input and output ICOMs. The
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operation of an activity, depicted previously in ® gure 8, is controlled by, or alters the
values of the information parameters associated to the enterprise objects. The infor-
mation elements which are altered during the course of the activity are derived from
the information schema.

At the speci® cation level, the process of information system speci® cation is
related to functional analysis, where the modelling of enterprise activities leads to
the identi® cation of enterprise objects, and in turn, to object views and information
elements (AMICE 1991) . These elements might be, e.g. related to the products to
be created, inventory levels or parameters related to the resources employed. The
relationship between the function view and information view is that the performance
of any activity or task results in an alteration to the attribute values in the
information system environment. (It should be clari® ed that here an àlteration to
the attribute value’ refers to the changing of the actual values rather than the type of
attribute. For example, the attribute `Month’ belonging to a sales-order may change
in value from `August’ to `September’ . The type of attribute (string) is not changed.)

The speci® cation of information system requirements may be illustrated using the
analysis of the shop ¯ oor machining activity. The activity analysis for the machining
of components using the CASE constructs allows the modelling of the shop ¯ oor
activities in order to specify the information system requirements. The function
inputs are the raw materials, tooling, coolant, part drawings, etc. The identi® cation
of the resource entities as enterprise objects, e.g. cutting tools, ® xtures, etc. is part of
the analysis of the machining process. Information elements associated to the cutting
tools are shown in ® gure 10.

The cutting tool entity is a sub-type of the expendable resource entity, the
object view which contains all the associated information elements (attributes) .
The information elements are, e.g. the Tool ID (unique), tool name, description,
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ATTRIBUTES: 

CONSTRAINTS: 

OV-9-4

Milling Fixture

Project Team

Derived or sub-type of the 
Durable Resource Entity

Information Class

Fixture ID

Fixture Name

Fixture Description

Part ID

Stockroom Location

Fixture Status

Fixture Location
Expected 
Release

EO-6: Milling Fixture

Figure 10. Identi® cation of attributes associated to cutting tools and milling ® xtures.
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etc. Furthermore, there is also usage information, which will maintain the informa-
tion relating to the level of inventory, tool life, tool location, etc. If the information
schemas are realized in the form of a company database, data obtained from the
shop ¯ oor can be maintained giving useful information on the level of tooling
inventory, reorder dates and tool location, etc.

In a similar manner to the cutting tool example, information relating to milling
® xtures can be speci® ed in terms of the object view for the ® xture resource. The
® xtures are derived from the durable resource class. The attributes, e.g. ® xture status
and location provide the data ® elds for monitoring the usage of the machining
® xtures on the shop ¯ oor. The speci® cation of data schemas which accommodate
such `on-line’ usage of information provides the company with the capability to
monitor the status of their resources for the sequencing of work at machine tools.
In modelling the machining process, it may be decided that information, e.g. the
expected release date (completion time of the machined component) will constrain
other downstream activities which also require the same machining ® xture.

The data schemas are developed during the design stage using the enterprise
objects and information elements identi® ed at the speci® cation stage. A number of
information entities are shown in ® gure 11, using the EXPRESS modelling language
(Schenck and Wilson 1994). The EXPRESS language has been used to complement
development of the schema using entity-relationship diagrams. The number of infor-
mation entities shown in the ® gure have been necessarily restricted due to constraints
on the length of this paper, but these have been chosen to illustrate how the
EXPRESS schema can be related directly to the CIMOSA enterprise objects and
associated object views. The EXPRESS language has been found to provide an
appropriate means for information modelling in accordance with the SPARC/
ANSI/X3 DBMS architecture for conceptual schema speci® cations. The data attri-
butes within each entity type can be clearly identi® ed and documented in the schema
diagram, and are consistent with the guidelines of the RM-ODP for information
modelling. There is a further advantage where the EXPRESS schema can be parsed
and checked to ensure the correct usage of the syntax.

6. Mapping of the software applications against the schema

Software applications invariably have an underlying information structure which
can also be documented in the form of a conceptual schema. O� -the-shelf software
have a higher chance of both being accepted and successfully applied in the enter-
prise if they are selected on the basis that their underlying data schemas have the
potential to o� er the most appropriate match to the enterprise data schema in terms
of data usage. The development of the schema for the candidate software is carried
out by documenting the data ® elds used during information entry and export from
the software, shown in ® gure 12. The information elements and attributes for the
development of the schema may be obtained from sources, e.g. data ® elds on
graphical displays, reports and form layouts or data ® les from the software.

The conceptual schema of the software is captured using an appropriate model-
ling language, and in this case, IDEF1x (Bruce 1992) has been used. To illustrate this
mapping, the underlying structure of a sales processing package has been chosen.
The initial assessment of the product was that it provided a very powerful interface
for the handling of the task of order entry and order book maintenance. It has been
developed around two principal categories of information. The ® rst relates to the
maintenance of a structured product or parts record, carried out through the bill of
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SCHEMA Enterprise_Information_Model;

ENTITY Sales_Order;
Sales_Order_No : STRING;
Order_Date : Date;
Delivery_Date : Date;
Customer : Customer;
Contact : STRING;
Placed_By : Employee;
Item_List : LIST[0:?] OF Job;
Order_Quantity : INTEGER;
Order_Desc : STRING;
Status : Order_Status;
END_ENTITY;

ENTITY Job;
Job_ID : STRING;
Job_Name : STRING;
Part_Desc : STRING;
Drawing_ID : STRING;
Order_Quantity : INTEGER;
Proc_Plan_List : LIST[0:?] OF
Process_Plan;
INVERSE
In_Sales_Order : Sales_Order FOR
Item_List;
END_ENTITY;

ENTITY Process_Plan;
Plan_ID : STRING;
Plan_Date : Date;
Date_Modified : Date;
Generated_By : Employee;
Op_List : LIST[0:?] OF
Machine_Operation;
Plan_Desc : STRING;
INVERSE
In_Job : Job FOR Proc_Plan_List;
END_ENTITY;

ENTITY Resource;
Resource_ID : STRING;
Resource_Name : STRING;
Resource_Desc : STRING;
Supplier : Supplier;
Resource_Cost : INTEGER;
Location: STRING;
INVERSE
In_Process : Process FOR
Resource_Used;
In_Facility : Facility FOR
Resource_List;
END_ENTITY;

ENTITY Supplier;
Sup_Name :  STRING;
Sup_Address :  STRING;
Contact :  STRING;
Tel_Number :  INTEGER;
Fax_Number :  INTEGER;
END_ENTITY;

ENTITY Process;
Process_ID :  STRING;
Process_Name :  STRING;
Process_Desc :  STRING;
Process_Cost :  INTEGER;
Resource_Used :  LIST[0:?] OF Resource;
END_ENTITY;

ENTITY Machine_Operation;
Operation_ID :  STRING;
Operation_Name :  STRING;
Operation_Desc :  STRING;
Workstation :  Facility;
Setup_Time :  INTEGER;
Operation_Time :  INTEGER;
INVERSE
In_Op_List :  Process_Plan FOR
Op_List;
END_ENTITY;

ENTITY Employee;
Employee_ID :  STRING;
Employee_Name :  STRING;
NI_Number :  INTEGER;
Address :  STRING;
Emp_Function :  STRING;
Date_Joined :  Date;
END_ENTITY;

ENTITY Purchase_Order;
PO_Number :  STRING;
PO_Date : Date;
Required_Date :  Date;
Supplier : Supplier;
Raised_By :  Employee;
Item_Desc :  STRING;
END_ENTITY;

Figure 11. A selection of entities from the EXPRESS schema for the enterprise information
requirements.

D
o
w
n
l
o
a
d
e
d
 
B
y
:
 
[
N
I
S
T
 
N
a
t
i
o
n
a
l
 
I
n
s
t
i
t
i
u
t
e
s
 
o
f
 
S
t
a
n
d
a
r
d
s
 
&
 
T
e
c
h
n
o
l
o
g
y
]
 
A
t
:
 
1
2
:
4
6
 
1
7
 
J
u
n
e
 
2
0
1
0



material (BOM) list. This list captures the products or parts which the company
manufactures or handles. The second category of information relates to the order
book information, which links the parts to customer sales orders and works orders.
Therefore, the parts list captures the static product structure, which is given l̀ive’
status when parts on the structure are associated to a customer demand through the
sales order.

From the functionality standpoint, the software package was therefore consid-
ered to be ideal to handle the business front-end tasks required of the company. This
includes information relevant to the company itself, e.g. company delivery address,
employees, shifts, working hours, etc. The software also meets the requirements for
the order entry process, where customer orders are captured along with any relevant
information relating to customers, e.g. customer name, invoice address, etc. This is
an aspect of the software which is centred around the administrative requirements of
the business. The underpinning structure of the software is illustrated in ® gure 13,
using IDEF1x to show the information entities and individual data elements.

Established working procedures and company best practice must be considered
when introducing software applications to automate the information handling
and processing tasks in a company. Paper-based systems are invariably bound to
working procedures (and their peculiarities) in terms of their data structures.
Furthermore, the choice of data ® elds, e.g. job number, material identi® cation num-
bers, etc. have particular meanings which tend to be company speci® c and re¯ ect the
characteristics of the company procedures they are designed to support.

It is therefore possible to ascertain if there is the potential for mismatches in data
usage by documenting and making a comparison of the two sets of information
structures. One of the bene® ts of this is that it enforces a detailed assessment of
the vendor solution; availability of the enterprise information schemas provides a
very powerful leverage for decision making. This is particularly important for small
industries, which require systems that are most supportive of the enterprise opera-
tions. The availability of the enterprise information schemas provides the smaller
companies with a potential leverage against the purchase of consultancy driven
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IDEF1X INFORMATION 
SCHEMA OF CANDIDATE 

SOFTWARE APPLICATION

SOFTWARE 
APPLICATION

SALES ORDER

ORDER DATE

CUSTOMER ID

REQUIRED DATE

ORDERED BY

WORKS ORDER

PART NUMBER

START DATE

COMPLETE DATE

QUANTITY

FILE OUTPUTFILE INPUT

DATA INPUT FIELDS DATA OUTPUT FIELDS

Figure 12. Documentation of the application schema.
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solutions, which may constrain the enterprise rather than provide the most e� ective
support.

The information structures captured by the CASE tool are inextricably linked to
the functional structures, and therefore, the schemas closely re¯ ect the information
requirements of the enterprise. The analysis of the candidate software application
involves the comparison of the data structures of the software (shown in IDEF1x)
with those of the speci® cation set (captured in EXPRESS). Comparisons can be
made at the individual entity level, where the aim is to identify information entities
for which users within the enterprise are familiar in terms of usage. Invariably, there
will be both similarity in usage (matches in understanding of the semantics) or
instances where there will be di� erences in the understanding of the data semantics.
This is illustrated in ® gure 14, where comparisons are made between sets of data
entities which are centred around the sales order and the component part entities.
The ® rst set of entities underpins the data structure of the candidate application and
the second set captures the data speci® cations.

It can be seen that there is a similar concept in usage between the two sales order
entities. There will invariably be di� erences in the words chosen to represent the data
attributes, e.g. between required_date (candidate software) and the delivery_date
(enterprise speci® cation) for the sales order. It is necessary to examine the terms
of usage of these attributes to ascertain the understanding of their meaning. For
example, the required_date (candidate software) may refer to the date of completion
of the sales order and may therefore be di� erent from the delivery_date. It is, there-
fore, important to ensure that the meaning of these two attributes captures the
concept (understanding) in terms of usage in the enterprise, i.e. the speci® ed delivery
date for the sales order. In this instance, the individual attributes represented the
same element and usage of information.

The other individual entries which constitute the sales order in the candidate
application, shown in ® gure 14, are the component part item, which is the
equivalent of a job in the enterprise speci® cations. The individual attributes,
e.g. part-number (Job_ID), part-name (Job_Name), drawing-number

4099Enterprise modelling CASE tool

Part-ID
Part-Number
Description
Drawing-Number
Part-Name
Routing-ID (FK)
Drawing-ID (FK)

COMPONENT-PART

Works-Order-ID
Works-Order-Name
Works-Order-Description
Date-Created
Date-Completed
Status
Part-ID (FK)

WORKS-ORDER

Routing-ID
Routing-Name
Routing-Description
Operation-ID (FK)

LABOUR_ROUTING
Employee-ID
Name
Age
National-Insurance-Number
Address
Employment-Date
Department

OPERATOR

Drawing-ID
Issued-By
Date-of-Issue
Date-of-Last-Modification
Modified-By
Drawing-Status
Drawing-Location

PART-DRAWING

Customer-ID
Customer-Name
Customer-Address
Telephone-Number
Fax-Number
Works-Order-ID (FK)
Sales-Person

CUSTOMER

Operation-ID
Operation-Name
Operation-Description
Operation-Priority
Operation-Start
Operation-Scheduled-Stop
Operation-Actual-Start
Operation-Actual-Stop
Operation-Time
Employee-ID (FK)

MACHINE-OPERATION

belongs to / has

Generated By

Generated For

Generated For

Has

Performs

BOM-ID
BOM-Description
Creation-Date
Date-of-Last-Edit
Design-Authority
BOM-Entry-ID (FK)

BILL-OF-MATERIAL

BOM-Entry-ID
Part-ID (FK)
Level-ID

BOM-ENTRY

Is Part Of

Sales-Order-ID
Order-Date
Required-Date
Ordered-By
Shipping-Code
Sales-Entry-ID (FK)

SALES-ORDER

Sales-Entry-ID
Customer-Item-Number
Sales-Unit-Of-Measure
Stock-Unit-Of-Measure
Quantity-Ordered
Scheduled-Ship-Date
Customer-Price
Tax-Rate
Quantity-Shipped
Date-Last-Ship
Part-ID (FK)

SALES-ORDER-ENTRY

Belongs To

Belongs To

Belongs To

Sub-Contractor-ID
SC-Name
SC-Address
SC-Telephone
SC-Fax
Contact-Person

SUB-CONTRACTOR

Sub-Contractor-ID (FK)
Part-ID (FK)
Account-Code
SC-Required-Date
Date-Sent
Date-Returned
SC-Cost
Employee-ID (FK)

SUB-CONTRACT

Involved In

Generated For

Requests For

PO-Number
PO-Date
Vendor-Code
Vendor-Address
Requested-By
Currency-Code
Part-ID (FK)

PURCHASE-O RDER

Generated For

Figure 13. An example of the schema for an order handling application.
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(Drawing_ID), etc. are again, similar in terms of the enterprise understanding of
their meaning and in usage.

Individual component parts, in turn, consist of a process plan which is identi® ed
by the process-plan-ID in the candidate application, shown in ® gure 15. In relation
to this, the job entity comprises a process plan list (Proc_Plan_List: LIST [0: ?] of
Process_Plan). Each process plan consists of a list of machine operations, which are
identi® ed in both instances of schemas. It can be seen that in this case, the software
application o� ers more ® elds of data capture, where data, e.g. operation priority,
operation-scheduled-stop, operation-actual-start, operation-actual-stop can be
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Part-ID
Part-Number
Description
Drawing-Number
Part-Name
Process-Plan-ID (FK)
Drawing-ID (FK)

COMPONENT-PART

Sales-Order-ID
Order-Date
Required-Date
Ordered-By
Shipping-Code
Sales-Entry-ID (FK)

SALES-ORDER

ENTITY Sales_Order ;
Sales_Order_N o : STRING;
Order_Date : Date;
Delivery_Date : Date;
Customer : Customer;
Contact : STRING;
Placed_By : Employee ;
Item_List : LIST[0:?] OF Job;
Order_Quantity : INTEGER;
Order_Desc : STRING;
Status : Order_Status;
END_ENTITY;

ENTITY Job;
Job_ID : STRING;
Job_Name : STRING;
Part_Desc : STRING;
Drawing_ID : STRING;
Order_Quantit y : INTEGER;
Proc_Plan_List : LIST[0:?] OF Process_Plan ;

Sales-Entry-ID
Customer-Item-Number
Sales-Unit-Of-Measure
Stock-Unit-Of-Measure
Quantity-Ordered
Scheduled-Ship-Date
Customer-Price
Tax-Rate
Quantity-Shipped
Date-Last-Ship
Part-ID (FK)

SALES-ORDER-ENTRY

ENTITY Employee;
Employee_I D : STRING;
Employee_Nam e : STRING;
NI_Number : INTEGER;
Address : STRING;
Emp_Function : STRING;
Date_Joine d : Date;
END_ENTITY;

Employee-ID
Name
Age
National-Insurance-Number
Address
Employment-Date
Department

OPERATOR

DATA STRUCTURE OF CANDIDATE SOFTWARE ENTERPRISE DATA STRUCTURE CAPTURED BY CASE-TOOL

Figure 14. A comparison of data structures between the candidate software and enterprise
data speci® cations.

Process-Plan-ID

Process-Plan-Name
Process-Plan-Description
Operation-ID (FK)

PROCESS-PLAN

Operation-ID

Operation-Name
Operation-Description
Operation-Priority
Operation-Start
Operation-Scheduled-Stop
Operation-Actual-Start
Operation-Actual-Stop
Operation-Time
Employee-ID (FK)
Resource-ID (FK)

MACHINE-OPERATION

Has

ENTITY Process_Plan ;
Plan_ID : STRING;
Plan_Date : Date;
Date_Modified : Date;
Generated_B y : Employee ;
Op_List : LIST[0:?] OF Machine_Operation ;
Plan_Des c : STRING;

INVERSE
In_Job : Job FOR Proc_Plan_List ;

END_ENTITY;

ENTITY Machine_Operation ;
Operation_ID : STRING;
Operation_Nam e : STRING;
Operation_Des c : STRING;
Workstation : Facility;
Setup_Tim e : INTEGER;
Operation_Tim e : INTEGER;

INVERSE

In_Op_Lis t : Process_Plan FOR Op_List;

END_ENTITY;

DATA STRUCTURE OF CANDIDATE SOFTWARE ENTERPRISE DATA STRUCTURE CAPTURED BY CASE-TOOL

Figure 15. Comparison of the structure process plan and machine operation data structures.
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recorded. It is often common for o� -the-shelf applications to o� er greater function-
ality and features in catering to their established niche markets.

It can be seen that this instance represents a case where there is a good
match, based on data matching, between the candidate application and the
enterprise requirements. The di� erences in semantics, e.g. between component-part
and job can be easily reconciled with usage of the software application. The use of
the data structures has allowed such di� erences to be highlighted and identi® es
where users of the software will be required to adapt to the new system of usage.
It should be remembered that enterprise requirements, captured by the CASE
tool, represent both the structure of information and the working procedures of
the enterprise. This is one of the primary considerations in this paper, when
companies decide to migrate from a paper- or verbal-based system to one which is
supported by computer automation. The mapping of the two schemas will highlight
the degree of compatibility between the candidate software application and the com-
pany requirements.

However, it must be recognized that any software application will invariably
result in some changes to the enterprise operation, which are needed to accommo-
date some of the idiosyncrasies of the application. Although these should be kept to
a minimum, there are usually some changes which have to be accepted; indeed, if the
software was new, business processes have to be established (if not already done so)
and documented.

7. Concluding discussions

The challenges facing the speci® cation of software involve a number of important
considerations, e.g. the integration of functionality and integration in the transfer of
information. The growing supply of o� -the-shelf software, which is both diverse and
comprehensive, is displacing the need for custom software. It is envisaged that this
approach will gain in importance, as very few organizations have monolithic systems
using custom-written software and the practice of building systems has changed from
custom programming to systems integration using pre-existing components. It is
argued that the purchase of any software application should cause the minimum
disruption to the enterprise operation.

There are other considerations, e.g. design of the user interface (ease of use) and
functionality which are important but these are out of the scope of this paper. This
paper has addressed the use of a CASE tool as part of a methodology, which is to
facilitate a greater chance of integrated usage of information across the various
applications in a company. The focus of the CASE tool is on the modelling of the
business operation and the capture of the enterprise information structures as a ® rst
step to the development of a uni® ed information model. The CASE tool and its
underlying principles are based on CIMOSA, which is an established modelling
architecture and language. However, the constructs of the function viewpoint have
been based on holonic concepts which are also suitable for the modelling of small
businesses.

This paper has shown how the CASE tool can play a role in a structured
approach to software selection by capturing the information requirement of an
enterprise. The main functionality of the CASE tool has been described, which
includes the modelling and speci® cation of information elements and attributes.
These speci® cations are subsequently used for the development of a uni® ed
information schema. It is argued that the information schema re¯ ects the informa-
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tion requirements which support the enterprise operation and is a sound basis for the
selection of potential software applications.

The realization of the CASE tool which supports the modelling of the enterprise,
from organization, function, resource and information views is a realization of the
fundamental CIMOSA concepts at speci® cation level. The subsequent design and
implementation stages of the modelling language were not applied. The design stage
was only carried out for the information view in the generation of the uni® ed schema
which forms the reference model for the subsequent assessment of software
applications.

The constructs of the CASE tool enable the information requirements of an
enterprise to be captured in a way which allows the development of a formal, logical
description of a particular system of information objects and their relationships.
The de® nition and conceptual structure of this information schema becomes an
important resource in its own right to the company. The CASE tool allows this,
via interfaces, e.g. the resource and process taxonomy modeller, to be subsequently
used as a reference data model which has the potential to support a larger number of
companies.

The major advantage is that the resultant system, which is speci® ed with refer-
ence to the uniform information model, has a greater potential to be integrated in
terms of the exchange of information and support for the enterprise functionality.
The semantic con¯ icts would have been resolved at the level of the conceptual
schema. Potential redundancy of data and complexity arising over data semantics
during information interchange are minimized as the applications are selected based
on a reference conceptual schema speci® cation.
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