
HAL Id: hal-00548947
https://hal.archives-ouvertes.fr/hal-00548947

Submitted on 21 Dec 2010

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

A Comparison Study of Control Charts for Statistical
Monitoring of Functional Data

Bianca M Colosimo, Massimo Pacella

To cite this version:
Bianca M Colosimo, Massimo Pacella. A Comparison Study of Control Charts for Statistical Moni-
toring of Functional Data. International Journal of Production Research, Taylor

Francis, 2009, 48 (06), pp.1575-1601. <10.1080/00207540802662888>. <hal-00548947>

https://hal.archives-ouvertes.fr/hal-00548947
https://hal.archives-ouvertes.fr


For Peer Review
 O

nly
 

 
 

 
 

 
 

A Comparison Study of Control Charts for Statistical 

Monitoring of Functional Data 
 
 

Journal: International Journal of Production Research 

Manuscript ID: TPRS-2008-IJPR-0491.R1 

Manuscript Type: Original Manuscript 

Date Submitted by the 
Author: 

03-Nov-2008 

Complete List of Authors: Colosimo, Bianca; Politecnico di Milano, Dipartimento di Meccanica 
Pacella, Massimo; Universita&apos; degli Studi di Lecce, Dip.to di 
Ingegneria dell&apos;Innovazione 

Keywords: 
QUALITY CONTROL, REGRESSION ANALYSIS, SPATIAL 
REPRESENTATION 

Keywords (user): profile monitoring, functional data 

  
 
 

 

http://mc.manuscriptcentral.com/tprs  Email: ijpr@lboro.ac.uk

International Journal of Production Research



For Peer Review
 O

nly

November 1, 2008 12:12 International Journal of Production Research ColosimoPacella˙revised

International Journal of Production Research
Vol. 00, No. 00, 00 Month 200x, 1–24

RESEARCH ARTICLE

A Comparison Study of Control Charts for Statistical Monitoring

of Functional Data

Bianca M. Colosimoa and Massimo Pacellab∗

aDipartimento di Meccanica, Politecnico di Milano, Milano, ITALY;
bDipartimento di Ingegneria dell’Innovazione, Università del Salento, Lecce, ITALY
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Quality of products and processes is more and more often related to functional data, which
refer to information summarized in form of profiles. Recent literature pointed out that tradi-
tional control charting methods cannot be directly applied in these cases and new approaches
for profile monitoring are required. While many different profile monitoring approaches have
been proposed in the scientific literature, few comparison studies are available up to now. This
paper aims at filling this lack by comparing three representative profile monitoring approaches
in different productive scenarios. The performance comparison will allow one to select a spe-
cific approach in a given situation. The competitor approaches are chosen for representing
different levels of complexity, as well as different types of modelling approach. In particular,
at a lower level of complexity, the ”location control chart” (where the upper and lower control
limits are ±K standard deviations from the sample mean at each profile location) is considered
as representative of the industrial practice. At a higher complexity level, approaches based
on combining a parametric model of functional data to multivariate and univariate control
charting are considered. Within this second class, we analyse two different approaches. The
first is based on regression and the second focuses on using principal component analysis for
modelling functional data. A reference case study in manufacturing is used throughout the
paper, namely, profiles measured on machined items subjected to geometrical specification
(roundness).

Keywords: Quality, control chart, profile monitoring, functional data, PCA, regression,
spatial statistic.

1. Introduction

With the development of computerized data-acquisition systems and of modern
measuring equipments, quality of products or processes is more and more often
related to functional data. Functional data (Ramsay and Silverman 2005) refer to
information summarized in form of profiles where each data point is the observed
response at a given location (spatial or temporal). Since functional data are usu-
ally observed only on a finite set of points, profiles can be stored as multivariate
vectors. Hence, the most direct way to deal with these data consists in treating
each profile as a realization of a multivariate process. However, use of standard
multivariate charts is ill-advised because when the number of monitored points
exceeds the number of collected samples, the covariance matrix is singular and
the common multivariate statistics cannot be calculated. This condition can often
be encountered in actual applications, especially in the case of machined profiles
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subject to geometrical specification (e.g., roundness, straightness, and free-form
tolerance) where, in order to have an accurate estimate of the form error, the num-
ber of observations sampled is usually in the order of hundreds. Hence, when the
quality of a process or product is characterized by functional data, new approaches
are required. Recently, there has been much research activity in this new area of
statistical monitoring. In particular, Woodall et al. (2004) discussed general issues
to be addressed when monitoring quality profiles, and presented a complete review
of the literature on the topic of profile monitoring. The approaches for profile mon-
itoring proposed in the literature share a common structure which consists of: i)
identifying a parametric model of the functional data; ii) estimate the model pa-
rameters; iii) design a multivariate control chart on the estimated parameters and
a univariate control chart on the residual variance. The proposed approaches can
be then classified with reference to the type of application faced (i.e., calibration
study, process signal or geometric specification monitoring) or to the modelling
approach considered (mainly linear regression or approaches for multivariate data
reduction as the principal/independent component analysis). In particular, new
approaches for profile monitoring have been extensively used in calibration (Kang
and Albin 2000, Kim et al. 2003, Mahmoud and Woodall 2004, Gupta et al. 2006)
where the profiles that have to be monitored are straight lines. The aims of these
researches were to establish performance of the measurement method and to verify
that it remained unchanged over time. Profile monitoring was also exploited when
the analysed response is represented by a generic physical signal (e.g., an acous-
tic signal or an electrical power signal). For instance, Jin and Shi (1999, 2001)
referred to profiles as waveform signals and cited examples of force and torque
signals collected from online sensors on a press in a stamping process.

A further example of functional data discussed in the literature refers to the set
of points measured on a machined profile which is subject to geometrical specifi-
cations. In this case, each point collected on the machined profile is related to a
specific spatial location. Colosimo et al. (2008) explored a method in this area of
research. Their study focused on the spatial correlation which often characterizes
adjacent points of the machined profile. In fact, adjacent points measured on a ma-
chined profile are obtained in similar conditions of the manufacturing process and
related to similar local properties of the machined material, and hence profile data
are spatially correlated. Colosimo et al. (2008) showed that an appropriate para-
metric model of machined profiles is a Spatial AutoRegressive regression (SARX)
model (Cressie 1993) to represent the ”signature” left by the machining process.
Since profile is assumed to be observed on an equally spaced set of points which
can be supplemented with neighborhood information, spatial model for lattices
was used in their work. Furthermore, in order to signal any deviation from the
in-control behavior, coefficients used to describe process’ signature were used to
design a T 2 control chart for profile monitoring, while the estimate of the residual
variance was monitored with a univariate control chart.

Colosimo and Pacella (2007) explored the advantages of using a data-reduction
approach for geometric product specification modelling. In particular, they showed
that principal component analysis (PCA) can be an excellent exploratory method
for interpreting profiles obtained from manufacturing processes. PCA has been
shown to be useful in exploratory analysis, i.e., for detecting and modelling the
systematic ways in which profiles are varying around the mean profile. The choice
of using a data reduction method instead of regression can be motivated by its inner
suitability in dealing with complex profiles, without requiring a specific model
type selection. In fact, the selection of a proper type of regressors or the use of
non-linear regression can become cumbersome activities, which can represent an
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obstacle to the introduction of profile monitoring in actual industrial applications.
Ding et al. (2006) compared PCA to a different type of data reduction method,
namely, independent component analysis (ICA), for Phase I monitoring of profiles.
According to their study, ICA has to be preferred to PCA when the assumption of
multivariate normality of the original data set (the profile data) is not respected
when significant components have to be identified (in Phase I). In other words,
ICA has to be preferred to PCA when the monitoring procedure has to be designed
starting from contaminated profile data. In the following, we will not deal with this
type of design issue and this is why we will use from now on PCA as representative
of multivariate data reduction techniques.

Despite of the specific modelling issues behind approaches for profile monitor-
ing, practitioners may be tempted to skip their adoption at all, attracted by the
unbeatable simplicity of the approach referred to as ”location control chart”. The
location control chart can be considered the simplest approach for functional data
monitoring as it consists in applying a traditional control chart to data observed
at each given location (Boeing 1998, Woodall et al. 2004). This approach results in
a control region where the upper and lower control limits are ±K standard devia-
tions from the sample mean at each location. According to this method, an alarm
is issued when at least one point, in the whole set of data observed in a profile,
exceeds the control limits.

The objective of the present research is to provide a comparison of different
approaches for monitoring functional data, namely, i) the location control chart
that, thanks to its inner simplicity, can be considered as representative of indus-
trial practice; ii) a regression-based approach, iii) a PCA-based approach. The
comparison is based on different simulation scenarios which are obtained by per-
turbing an actual industrial case study of machined profiles subject to geometrical
specification (roundness). The perturbed scenarios are designed for representing
different although realistic productive situations. Performance are measured both
as the ability to obtain a predefined false alarm rate in the design phase of the
control chart (the so-called Phase I) as well as to detect unusual patterns in the
functional data during the operating phase of the control chart (known as Phase
II).

For Phase I analysis, only groups of no contaminated process samples are con-
sidered in our study. These in-control profiles are obtained by simulation, while
performance of the competing methods are compared in terms of the probability of
obtaining at least one statistic outside the control limits when performing control
charting using the set of simulated samples. Control chart parameters estimated
from these Phase-I samples are not used in the subsequent Phase-II comparison
study, where performance comparison is based on the ideal assumption that the
in-control parameters are known. Indeed, computer simulation is used in our work
to obtain a large dataset of in-control profiles in order to estimate as closely as
possible control charts parameters.

This paper is basically aimed at investigating situations where each approach
should be preferred to a different one, thus providing some guidelines for imple-
menting profile monitoring in industrial manufacturing. The remainder of this pa-
per is organized as follows. In section 2, the competing approaches for profile mon-
itoring are presented. In section 3 the reference case study is presented and the
simulation model is detailed along with the different scenarios considered for the
comparison. In section 4, the approaches for profile monitoring are compared with
reference to Phase I, while in section 5 performance are compared with reference
to Phase II. Eventually, section 6 reports the conclusions and some final remarks.
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2. Different approaches for profile monitoring

2.1 The location control chart

A method for profile monitoring in discrete part manufacturing was presented by
Boeing (1998, pp. 89-92) with reference to applications in which measurements of
the same variable (e.g., a dimension such as thickness) are made at several locations
on each manufactured part. The method, also known as the location control chart,
consists in applying a traditional Shewhart control chart separately to each data
point observed at a given location of the part.

Assume to collect a sample of n profiles, where each profile is represented by a
vector of p measurements observed at a fixed set of locations. Assuming this set of n
profiles is observed from an in-control process, the control limits can be separately
computed for each location by using the Shewhart approach, i.e., by considering
the sample mean and the sample standard deviation of the n data observed at
that location, and by computing the control limits as the traditional ±K standard
deviations from the sample mean.

Given a specific profile, an alarm is issued when at least one point, in the set of
p observations, exceeds either the upper or the lower control limit at the specific
location. It is worth noting that the control limits used at each location depend
only on the responses at that specific position, thus, the main disadvantage with
this method is that the multivariate structure of data is ignored at all.

2.1.1 Control limits of the location control chart

Let yj(k) denote the data measured at a specific location of index k on the j-th
profile, where k = 1, . . . p and j = 1, . . . n. The control limits can be separately
computed for each location k as follows.

UCL(k) = ȳ(k) + zα/2s(k)

CL(k) = ȳ(k) (1)

LCL(k) = ȳ(k)− zα/2s(k),

where ȳ(k) = 1
n

n∑
j=1

yj(k) and s(k) =

√
1

n−1

n∑
j=1

(yj(k)− ȳ(k))2 are respectively the

sample mean and the sample standard deviation of data observed at location k,
while zα/2 represents the 100(1− α/2) percentile of the standard normal distribu-
tion.

Given that p dependent control rules are simultaneously applied, Bonferroni’s
rule for dependent events should be used to attain an actual false alarm rate not
greater than a predefined value. Therefore, let α′ denote the upper bound of the
first type probability error (false alarm probability), the value α = α′/p is used for
designing the p control limits of equation (1).

2.2 The regression based approach

A different approach, proposed in the recent literature on profile monitoring (Kang
and Albin 2000, Kim et al. 2003, Woodall et al. 2004), consists in combining a para-
metric model for functional data to multivariate and univariate control charting.
The parametric model is intended to represent functional data as characterized by
a predictable behavior and a natural variability.

With reference to the vector of points measured on a machined profile which is
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subject to geometrical specification, the predictable behavior is the so-called pro-
cess’ signature, defined as the systematic pattern that characterizes all the features
machined with that process. The knowledge of this signature can be used to design
proper tools for profile monitoring. Colosimo et al. (2008) presented an approach
for modelling the manufacturing signature based on fitting a Spatial Autoregres-
sive Regression (SARX) model (Cressie 1993). The regression model presented by
Colosimo et al. (2008) is summarized in the following.

Assume to collect a sample of n profiles observed on a fixed set of p equally
spaced locations (note that this assumption is not required for the location control
chart presented in previous section). Let yj(k) denote the observation of loca-
tion with index k on the j-th profile, where k = 1, . . . p and j = 1, . . . n. Assum-
ing to organize the p data observed on the j-th profile into a (column) vector
y′j = [yj(1) . . . yj(k) . . . yj(p) ], the general SARX model can be written in matrix
notation as follows.

yj = Xbj + νj

(I−Rj)νj = εj (2)

Rj =
q∑

s=1

asjW(s).

The first expression in (2) describes the p × 1 vector of responses for the j-th
profile yj as formed by a large scale and a small scale component (Cressie 1993).

The large scale component is given by Xbj , where X is a p×r matrix of r regressor
variables that are assumed to be known and constant and b′j = [ b1j . . . blj . . . brj ]
is the r × 1 vector of regression parameters which are normally distributed with
mean β′ = [β1 . . . βl . . . βr ] and covariance matrix B (bj ∼ MN(β,B)).

The small-scale component is the p × 1 vector of error terms νj of equation
(2). Error terms are assumed to be spatially correlated and are represented as
a generic Spatial AutoRegressive process (SAR) of order q. The SAR(q) model
expression is given in the last two expressions of (2), where I is the p × p iden-
tity matrix, εj is a p × 1 vector of independently and normally distributed errors(
εj ∼ MN(0, σ2

εI)
)
, a′j = [a1j . . . asj . . . aqj ] is the vector of coefficients of the

SAR(q) model for the j-th profile which is assumed to be normally distributed
with mean α′ = [α1 . . . αs . . . αq ] and covariance matrix A (aj ∼ MN(α,A)).

Eventually, the p×p matrix W(s) of elements w(s)(k, t) (k, t = 1, . . . p) represents
the core of the small scale model, since it is the s-th order adjacency matrix (or
spatial weights matrix ). For instance, the generic element of the first-order adja-
cency matrix w(1)(k, t) is set equal to 1 if the t-th point is the neighbor of the
k-th point and 0 otherwise. Analogously, the element of a second-order adjacency
matrix, w(2)(k, t), is set equal to 1 if the t-th point is a neighbor of the original
first-generation neighbors of the k-th point, and so on. By definition, all the ad-
jacency matrices are binary and symmetric matrices whose diagonal elements are
zero (Cressie 1993).

For each profile, two vectors of coefficients bj and aj are related to the large
scale and the small scale behaviors, respectively. In order to let the model have
the most general form, we further assume that these two vectors could be also
correlated, i.e., cov(bj ,aj) = D. In other words, with reference to the parametric
model structure given in (2), we merge the two vectors characterizing the observed
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pattern in a single coefficient vector related to the j-th profile:

c′j =
[
b′j a′j

]
= [ b1j . . . blj . . . brj a1j . . . asj . . . aqj ]; (3)

cj ∼ MN(µ,Σ) where µ′ =
[
β′ α′

]
and Σ =

[
B D
D′ A

]
.

2.2.1 Control limits of regression based control charts

The signature model for the j-th profile shown in equation (2) is completely
defined by a SARX model which requires one to estimate the d = r + q parameters
which are components of the vector cj , besides the residual variance s2

j = σ̂2
ε . Let

ĉ′j =
[
b̂′j â′j

]
represent the vector of d parameters’ estimates for the j-th profile,

a T 2 control chart can be designed with reference to the statistic:

T 2
j = (ĉj − µ̂)′Σ̂

−1
(ĉj − µ̂), (4)

where µ̂ and Σ̂ are respectively the sample mean vector and covariance matrix of
the d-dimensional vectors of coefficients estimated during the design phase (Phase
I) of control charting.

Given a set of n profiles collected in Phase I, for each profile one can estimate the
vector ĉj (j = 1, . . . n) and compute µ̂ as the sample mean of this set of vectors.
Starting from the same set of vectors, a possible estimator of Σ is given by (Sullivan
and Woodal 1996, Vargas 2003)

Σ̂ =
1
2

V′V
p− 1

, (5)

where the (p− 1)× d matrix V consists of row vectors of the differences v′j given
by:

vj = ĉj+1 − ĉj j = 1, . . . n− 1.

Williams et al. (2006) studied the performance of different control limits to be
used in Phase I for the T 2

j statistic when the estimated covariance matrix is based
on equation (5). As a result of their study, while the distribution of the T 2

j statistic
does not have a simple closed form, its asymptotic distribution is a Chi-squared. In
particular, when the number of samples n is at least twice the number of parameters
estimated (d + [d(d + 1)/2]), the upper control limit based on the asymptotic
distribution of T 2 can be used

UCL = χ2
α,d,

where χ2
α,d is the 100(1 − α) percentile of the Chi-squared distribution with d

degrees of freedom.
The p × 1 vector of estimated residuals associated to the j-th profile can be

described as

ej =
(
I− R̂j

)(
yj −Xb̂j

)
,

where R̂j =
∑q

s=1 âsjW(s). Hence, the estimated variance of residuals s2
j is given

Page 6 of 24

http://mc.manuscriptcentral.com/tprs  Email: ijpr@lboro.ac.uk

International Journal of Production Research

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



For Peer Review
 O

nly

November 1, 2008 12:12 International Journal of Production Research ColosimoPacella˙revised

International Journal of Production Research 7

by

s2
j =

e′jej

p− 1
.

In order to monitor the residual variance, traditional Shewhart-type control chart
can be used. In this work, the control limits used to monitor the residual variance
are based on the χ2 distribution with p − 1 degrees of freedom where p is the
number of points monitored. In particular, denoting by s̄2 the sample residuals’
variance of the n profiles, the control limits are computed as follows.

UCL =
s̄2

p− 1
χ2

α/2,p−1

CL = s̄2

LCL =
s̄2

p− 1
χ2

1−(α/2),p−1,

where χ2
α/2,p−1 and χ2

1−(α/2),p−1 are the upper and lower α/2 percentage points
of the Chi-squared distribution with p− 1 degrees of freedom associated with the
residuals (Montgomery 2004).

Given two control charts (the T 2 and the Shewhart control chart) are contem-
porarily used, the Bonferroni’s rule for independent events was used to design the
control limits of the two charts. Therefore, given a nominal false alarm probability
α′, the control limits of each of the two control charts are set by assuming a false
alarm probability α = 1−√1− α′.

2.3 The PCA-based approach

Ramsay and Silverman (2005) presented an extension of PCA to functional data,
i.e., an approach which allows one to find a set of orthonormal functions (also
called functional principal components - PCs) so that the original data can be
approximated in terms of a linear combination of these basis functions.

In particular, Ramsay and Silverman (2005) showed that, in the case of equally
spaced observations, the easiest way to compute the PCs consists in modelling the
curve data sampled at regular intervals as a multivariate vector, and performing
a traditional PCA on the set of samples collected over different curves. When the
PCA outlines a set of significant PCs to be retained, the coefficients (or loadings)
defining these significant PCs can be interpreted as eigenfunctions (also called
empirical orthogonal functions). These eigenfunctions do not have a parametric
expression and are empirical, since they are obtained by the data at hand. A rough
sketch of how PCA works is reported in the following.

Assume to organize a sample of n vectors of p × 1 data yj (j = 1, . . . n) into a
n×p data matrix Y whose j-th row is equal to the transpose of the j-th data vector
yj . PCA consists in performing a spectral decomposition of the covariance matrix
of Y. The covariance matrix describes the variability of data observed at each
location with respect to the mean value observed at the same location in all the
profiles. Therefore, a first step in PCA consists in centring the data by subtracting
the average profile.

Say S the covariance matrix, i.e., S = 1
n−1

n∑
j=1

(yj − ȳ) (yj − ȳ)′, where ȳ =
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1
n

n∑
j=1

yj is the sample mean profile, the spectral decomposition consists in finding

the p× p matrices U and L which satisfy the following relationship

U′SU = L, (6)

where L is a diagonal matrix which contains the eigenvalues of S (say lk), while U
is an orthonormal matrix whose k-th column, uk is the k-th eigenvector of S, i.e.,
the so-called loadings.

With reference to the j-th profile yj , denote with zj the vector

zj = U′ (yj − ȳ) =
[
zj1 · · · zjk · · · zjp

]′
,

where zjk are the the so-called scores. Each profile can be then expressed as a linear
combination of loadings uk, where the weights of the linear combination are the
scores zjk.

yj = ȳ + zj1u1 + zj2u2 + . . . + zjpup.

Since the PCs are statistically independent and each PC has variance equal to the
corresponding eigenvalue (lk), we can rank the PCs, according to the associated
eigenvalue and decide to retain just the most important ones (i.e., the ones which
are associated with larger variances). Different approaches can be used to select the
proper set of PCs (Jackson 2003). For instance, cross-validation can be effectively
used to chose the number m of significant PCs (Colosimo and Pacella 2007). When
a subset of m out of the whole number of p PCs is retained (m < p), the original
profile can be estimated as:

ŷj(m) = ȳ + zj1u1 + zj2u2 + . . . + zjmum. (7)

2.3.1 Control limits of PCA-based control charts

Similar to the regression based approach, also in the case of PCA a T 2 control
chart can be used for monitoring the vector of the first m retained PCs. In this
case, the Hotelling statistic is given by (Jackson 2003)

T 2
j =

z2
j1

l1
+

z2
j2

l2
+ . . . +

z2
jm

lm
. (8)

If an unexpected event leaded the process to change in a direction orthogonal to
that of the first m PCs, the control chart will not be able to issue an alarm. For
this reason, another control chart based on the Q statistic (sometimes referred to
as Squared Prediction Error or SPE control chart) has to be used as well (Jackson
2003). Given the estimate in (7), the Q statistic can be computed as the sum of
the squared errors obtained by reconstructing each observation by the first m PCs:

Qj = (yj − ŷj(m))
′(yj − ŷj(m)). (9)

The upper control limit of the T 2 statistics in equation (8) can be computed as
(Williams et al. 2006)

UCL = χ2
α,m,
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where χ2
α,m is the 100(1 − α) percentile of the Chi-squared distribution with m

degrees of freedom. With reference to the Q statistic, according to Nomikos and
MacGregor (1995) the upper control limit can be computed as

UCL = gχ2
α,h, (10)

where g and h can be estimated as ĝ = σ̂2
Q/(2Q̄), ĥ = 2Q̄2/σ̂2

Q, while Q̄ and σ̂2
Q are

the sample mean and the sample variance obtained by computing the Q statistics
via equation (9) for the set of n profiles.

Since the two control charts are related to two disjoint set of PCs, the Bonferroni’s
rule for independent events is used to design the control limits. Thus, given a
nominal false alarm probability α′, the control limits of each of the two control
charts are set by assuming a false alarm probability α = 1−√1− α′.

3. Roundness profiles

3.1 The reference case study

The case study used as reference in this paper is described in details by Colosimo et
al. (2008). It consists of 99 items obtained by turning (cutting speed: 163 m/min;
feed rate: 0.2 mm/rev; two steps of cutting depth: 1 mm) C20 carbon steel cylin-
ders (supplied as ®30 mm rolled bars), where each item was characterized by a
roundness profile of 748 evenly distributed measurements of its radius. The origi-
nal measurements sampled by using a Coordinate Measuring Machine were scaled
by subtracting the least squares estimate of the radius and centred at the least
squares estimate of the centre. A further step was eventually applied to register all
the sampled profiles by minimizing the phase delay caused by the random contact
angle (Colosimo and Pacella 2007).

Starting from actual measurements, the general SARX model of equation (2)
was fitted to data. In this case, yj represents the column vector of radial deviation
from the nominal radius measured at the angular position θk = k(2π/p), where
k = 1, . . . p (p = 748) is the index of the equally spaced observations on each
profile.

Consider the l-th column vector of the regressor matrix X in equation (2), denote
such a p × 1 vector by xl, where l = 1, . . . r. In general, each element of vector xl

is described as function of the index location k. In the specific case of roundness
profiles, xl(k) can be expressed either as xl(k) = cos((k− 1)fh) or xl(k) = sin((k−
1)fh), i.e., as a sinusoidal function of frequency equal to fh = h(2π/p) rad/sample.
h is the frequency (h ∈ {1, 2, . . . p/2}) measured in undulation per revolution (upr),
which is fixed for all the elements of xl.

Two harmonics were selected for modelling the radial deviations in the actual
test case, namely, the second and the third one. Indeed, process signature was
mainly affected by ovality and triangularity. The oval contour was possibly due to
a bi-lobe error motion affecting the spindle’s lathe or to eccentricity caused by an
improper setup, while the three-lobe pattern was due to a similar error motion of
the spindle.

Therefore, the regressor matrix X in equation (2) has 4 columns (r =
4) since two sinusoidal functions are needed to model the amplitude and
phase of each specific harmonic. The k-th row of matrix X is equal
to [ cos((k − 1)f2) sin((k − 1)f2) cos((k − 1)f3) sin((k − 1)f3) ], where fh =
h(2π/p) represents the frequency in rad/sample of the h-th harmonic (h = 2, 3).

Eventually, the vector of random error νj in equation (2) was fitted as a SAR
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Table 1. Model parameters estimated on 99 actual round-

ness profiles (Colosimo et al. 2008). Mean vector µ̂′ =
[
β̂
′
α̂′

]
and covariance matrix Σ̂ =

[
B̂ D̂

D̂′ Â

]
of the co-

efficient vector ĉj .

β̂
′

-0.0341 0.0313 0.0080 -0.0322

α̂′ 0.3021 0.2819

B̂ 4.07E-04 -2.02E-04 6.54E-05 2.65E-05
-2.02E-04 3.90E-04 1.49E-04 6.10E-06
6.54E-05 1.49E-04 2.24E-04 -1.07E-05
2.65E-05 6.10E-06 -1.07E-05 3.12E-04

D̂ -8.84E-05 -2.41E-04
-1.21E-04 1.96E-04
-1.18E-04 5.96E-05
-1.50E-04 -3.72E-04

Â 3.80E-03 1.59E-03
1.59E-03 4.32E-03

model of order 2 (q = 2) (Colosimo et al. 2008), using the algorithm implemented
in the Spatial econometrics toolbox (LeSage 1999).

With reference to the model in equations (2, 3) each specific profile of index j is
associated to the vector of d = p+q = 4+2 estimated parameters ĉj ∼ MN

(
µ̂, Σ̂

)
,

where µ̂′ =
[
α̂′ β̂

′]
and Σ̂ =

[
B̂ D̂
D̂′ Â

]
.Values of vectors and matrices estimated on

the actual roundness data are shown in Table 1.

3.2 Productive scenarios under study

Starting from the real case under study, different scenarios are exploited to anal-
yse various, although realistic, characteristics of the machined profiles. The main
objective is to let the different scenarios outline possible situations in which one
approach for profile monitoring should be preferred to the others. Starting from
the characteristics of our real case, we will perturb this reference scenario with ref-
erence to different factors, characterizing either the large-scale or the small-scale
components of the profile model, or both. With reference to the large-scale compo-
nent, fixed-effect models are usually assumed in traditional approaches for profile
monitoring. This situation can be seen as a special case of our general model, where
B = 0 is the variance matrix of the large-scale model coefficients bj ∼ MN(β,B).
Alternately, when B 6= 0 is considered while simulating profiles, random effects are
included.

Note that when PCA is performed in the first case (fixed-effect model), no sig-
nificant PCs are identified (Colosimo and Pacella 2007). In fact, PCA is usually
performed after data centring and this first step consists in subtracting the mean
pattern (described by the fixed-effect model) from each profile data. In this case,
PCA is thus performed just on the error terms and hence no significant PC is
correctly reported. In terms of PCA-based control charting, the T 2 statistic in (8)
is not defined since m = 0, and only the univariate control chart based on the Q
statistic in (9) can be used to detect out-of-control profiles. Note also that in this
case the Q statistic is given by the sum of the squared difference between data
observed at each location and the average profile at that location.

On the other hand, in the case of random effects in the large-scale model, the
number m of retained PCs is greater than zero. In the reference case study of this
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paper, Colosimo and Pacella (2007) showed that the number of PCs to be retained
is equal to m = 4. In this last case, the PCA approach can take full advantage of
both the T 2 and the Q control charts.

With reference to the small-scale component, a first source of perturbation fo-
cuses on the spatial correlation structure. In fact, we will consider the case in
which no spatial correlation occurs, assuming only independently and identically
distributed (iid) errors included in the model. This situation can be modelled as
a particular case of the general model by assuming q = 0 and hence Rj = 0 in
(2). The situation of iid errors can arise in industrial practice when the sampling
frequency of the machined profile is reduced. In fact, measurements on a machined
profile are spatially correlated when adjacent points are obtained in similar con-
ditions of the machining process and related to similar (local) properties of the
machined material. This situation can be observed in particular when the sam-
pling frequency on the machined profile is high, i.e., when adjacent measurements
are separated by a very short spatial distance. Obviously, as the distance between
consecutive points increases, the spatial correlation between adjacent points starts
decreasing. Therefore, iid errors represent situations in which the sampling fre-
quency on each profile is low, while the cases of spatially correlated errors, represent
an higher sampling frequency.

Similarly to what is done for the large-scale component, variability of the small-
scale model coefficients is the second source of perturbation concerning the error
terms. In fact, also for the spatial structure coefficients aj ∼ MN(α,A) we can
assume A = 0 to represent a low degree of variability from profile to profile. In
fact, assuming that the input material is very stable and homogeneous, profile-to-
profile variability of the spatial structure can be probably neglected. On the other
hand, if A 6= 0 is considered while simulating profiles, random effects are included
in the small-scale coefficients. However, when the properties of the input materials
are stabler and/or more controlled, this type of profile-to-profile variability tends
to vanish.

It is worth noting that, if random and fixed effects are both present, then a
linear mixed-effect model should be preferred for the regression-based approach,
especially when observations within profiles are correlated. In fact, Jensen et al.
(2008) pointed out that a linear mixed model can be used on the whole dataset
of profiles instead of simply using standard least squares separately for each pro-
file and then estimating the covariance matrix of the estimated coefficients. With
reference to Phase I analysis of no contaminated data, the study of Jensen et al.
(2008) showed that standard least squares and mixed model give similar results
when data are balanced, as in the case we are dealing with. Nonetheless, in order
to obtain in our study an accurate estimation of coefficients when observations
within profiles are correlated, a SARX model (Cressie 1993) is implemented in the
regression-based approach instead of using standard least squares. The algorithm
implemented in the spatial econometrics toolbox (LeSage 1999) is implemented for
this purpose.

Eventually, all the characteristics of the simulated scenarios are summarized
in Table 2. Note that the actual real case used as starting reference is labelled
”scenario 6”, while all the other perturbed scenarios are labelled from 1 to 5.

4. Phase I: Performance Comparison

In Phase I, a historical set of n process samples is analysed in order to both evaluate
the stability of the process and estimate the in-control state’s parameters. During
Phase I, performance of the competing control chart methods are compared in
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Table 2. Simulated scenarios.

Small-scale component of the model
Spatial correlation

no yes
variability

no yes
Large-scale variability (A = 0) (A in Table 1)

no (B = 0) scenario 1 scenario 3 scenario 5

yes (B in Table 1) scenario 2 scenario 4 scenario 6

terms of the probability of deciding whether or not the process is stable. This is
the probability of obtaining at least one statistic outside the control limits when
performing control charting using the set of n process samples.

Given a desired false alarm or Type I error rate α′, assumed equal to α′ = 1%
in the following, the three competing approaches can be compared in terms of the
probability of actually achieving this nominal value.

To compare the performance of the alternative approaches we considered 10, 000
replicates of Phase I control charting for different values of the number of profiles
used in this phase, specifically n = 50, 100, 150 and 200. We recorded the false
alarm rate in each replicate (computed as the number of out-of-control signals
divided by n) and then we stored the average false alarm rate obtained in the
whole set of 10, 000 replicates. Table 3 summarizes the actual Type I error rates
for each of the competing methods in the six simulation scenarios considered in our
work. Given the large number of simulations considered in our study, a negligible
variability characterizes the estimated alarm rates. In fact, the number of false
alarm in n × 10, 000 trials has a binomial distribution and hence the standard
deviation of the Type I error rate α is given by

√
α (1− α) / (10, 000 · n).

For all the scenarios it can be observed that the false-alarm rates produced by
the location chart are always smaller than the nominal value (1%), although the
gap between actual and nominal rate decreases as the number n of profiles used in
Phase I increases. Indeed, this is an expected result as the Bonferroni’s inequality
allows one to set only an upper bound on the actual false alarm rate. Note that
a reduced false alarm rate could seem an advantage at a first sight. However, it
means that control limits are too far from the centre line, thus resulting ineffective
to detect out-of-control profiles when they arise.

Dissimilarly from the location control chart, the actual false alarm rates obtained
by the regression-based approaches are much closer to the nominal value. In fact,
as shown in Table 3, despite of both the specific scenario considered and the set
dimension n, there is no practical differences between the actual false alarm rate
produced by the regression-based approach and the nominal value.

The PCA-based approach is a little more sensitive to the specific scenario under
study, since it gives false alarm rate closer to the nominal value in all the scenarios
but the last two. Note that in the second and the fourth scenarios (when large
scale variability is assumed) at least around 150 profiles are required in Phase I
to have good performance (actual false alarm rate closer to the nominal value).
Eventually, in the last two scenarios (where the small scale variability is assumed
too), an excessive rate of false alarm is achieved. This is mainly due to the Q chart.
Such a result shows that the upper control limit for the Q statistic proposed by
Nomikos and MacGregor (1995) is substantially adequate when a iid error term
is considered in the model, as well as in the case of correlated errors with fixed
effects in the small-scale component of the model. However, the limit in (10) is
not suitable in the case of correlated errors with random effects in the small-scale
component of the model.
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Table 3. Phase I simulation results. Actual Type I error rate for different scenarios and different approaches.

Scenario 1 Scenario 2 Scenario 3 Scenario 4 Scenario 5 Scenario 6

LOC CC n = 50 0,076% 0,070% 0,048% 0,057% 0,072% 0,070%
n = 100 0,352% 0,307% 0,208% 0,240% 0,298% 0,283%
n = 150 0,513% 0,431% 0,306% 0,343% 0,426% 0,391%
n = 200 0,614% 0,504% 0,353% 0,404% 0,493% 0,454%

REG CC n = 50 0,967% 0,973% 1,049% 1,053% 1,042% 1,048%
n = 100 0,995% 0,981% 1,013% 1,029% 1,008% 1,037%
n = 150 0,999% 0,981% 0,985% 1,037% 1,017% 1,044%
n = 200 0,988% 1,001% 0,988% 1,026% 1,004% 1,031%

PCA CC n = 50 0,825% 0,290% 0,935% 0,392% 1,798% 1,210%
n = 100 0,924% 0,670% 1,022% 0,790% 1,861% 1,495%
n = 150 0,945% 0,809% 1,048% 0,908% 1,901% 1,562%
n = 200 0,958% 0,867% 1,065% 0,939% 1,906% 1,607%

Nominal Type I error rate 1.000%.

Finally, with reference to Phase I simulation results in Table 3, it is fairly to
conclude that the regression-based control charts can be easily designed, since the
actual false alarm rate can be achieved in practice by using an analytic compu-
tation of the control limits. Similar conclusions can be also drawn with reference
to the PCA-based approach but only in specific productive scenarios and for large
dimension of the data set. On the contrary, the design of a location control chart
can be a difficult task, since the actual false alarm rate can be very different from
the expected one.

4.1 A modified Bonferroni procedure for the location control chart

The location control chart is one of the most simple methods for monitoring profiles.
It consists in a ”control region” where the upper and lower control limits are ±K
standard deviations from the sample mean at each location of the profile (where
K is a constant). A profile can be plotted against this control region with the
advantage to allow a simple identification of the locations where problems arise.
In the previous section, K has been computed as a function (percentile of the
standardized normal distribution) of the desired Type I error corrected by the
standard Bonferroni’s method. However, different procedures can be also used.

For instance, the Simes’ modified Bonferroni procedure (Simes 1986) can be
implemented. This procedure makes use of the ordered p-values for each location
of a given profile. For a desired false alarm rate α′, the ordered p-value of index k,
where k = 1, . . . p, is compared to the critical value α′ ·k/p. The profile is considered
out-of-control when there exists at least one ordered p-value which is lesser than,
or equal to, the critical value.

With reference to this approach, Table 4 summarizes the actual Type I errors
for the location control chart in the six scenarios considered in our work (10, 000
Phase-I replicates for groups of n = 50, 100, 150 and 200 in-control profiles in each
scenario). By comparing the results of Table 4 to those of Table 3, it can be observed
that, despite of the productive scenario considered, there is only a slight increase
of the actual false alarm rates produced by the location chart. Thus, with reference
to Phase-I analysis of no contaminated profiles, when compared to the standard
Bonferroni’s method, the Simes’ procedure does not produce significant effects on
the actual Type I errors obtained by the location control chart. Furthermore, since
the Simes’ procedure does not allow the graphical representation of the control
region as Bonferroni procedure does, we decide to keep the last one for its inner
simplicity and easiness of use as representative of the industrial practice.
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Table 4. Phase I simulation results. Actual Type I error rate for different scenarios when the Simes’ modified

Bonferroni procedure is applied for the location control chart.

Scenario 1 Scenario 2 Scenario 3 Scenario 4 Scenario 5 Scenario 6

LOC CC n = 50 0,076% 0,087% 0,053% 0,078% 0,077% 0,091%
n = 100 0,348% 0,324% 0,218% 0,292% 0,304% 0,340%
n = 150 0,519% 0,465% 0,301% 0,411% 0,432% 0,459%
n = 200 0,631% 0,555% 0,370% 0,461% 0,506% 0,525%

Nominal Type I error rate 1.000%.

5. Phase II: performance comparison

The objective in Phase II of control charting is to quickly detect any change in the
process from its in-control state. In this phase of control charting, the competing
methods are compared in terms of the average run length (ARL), where the run
length is defined as the number of samples taken until an out-of-control signal is
issued.

In order to evaluate performance of control charts in this operating phase, occur-
rence of assignable causes were simulated by a total of six out-of-control conditions,
similarly to what was done in (Colosimo et al. 2008). Each condition is then charac-
terized by a parameter directly proportional to the ”severity” of the out-of-control
introduced in the baseline model.

Five out of these six out-of-controls are simulated by spindle-motion errors (Cho
and Tu 2001). These kinds of error, which can affect the motion of the spindle, are
modelled by introducing one spurious harmonic in the baseline model of roundness
profile data, as summarized in Table 5. Note that the spurious harmonic can influ-
ence just one frequency (as for the bi-lobe, tri-lobe and four-lobe out-of-control),
or more frequencies at once (as in the case of the half frequency, which is known to
influence several harmonics at once (Cho and Tu 2001)). Furthermore, frequencies
interested by the change can be already included in the original baseline model, as
for the case of bi-lobe and tri-lobe spindle-motion error, where the change concerns
the sole amplitude of the second or third harmonic, respectively. On the contrary,
the out-of-control can influence harmonics which are not included in the original
profile data model (as in the case of the four-lobe out-of-control). In this latter
case, two sub-cases are considered, namely, a spurious harmonic with either fixed
or random phase (uniformly distributed in [0, 2π]).

Dissimilarly from the previous cases, the sixth out-of-control behavior (not shown
in Table 5) does not produce a shift in the amplitude or phase of one or more
specific harmonics, but an increase of the error term variance. To simulate this
out-of-control the standard deviation of the error term was multiplied by a factor
greater than 1. Different values are used to simulate incremental severity of this
behavior (the values of 1.01, 1.02, 1.03 and 1.04 were implemented in our simulation
study).

Data obtained under these Phase II models were always scaled (by subtracting
the least squares estimation of the radius) and centred (on the least squares esti-
mation of the centre) before applying the control charting method (note that the
introduction of the half-frequency harmonic affects both the null and the first har-
monics, which are related to the average radius and to the position of the centre,
respectively). In fact, we are assuming that centring and scaling are standard steps
applied to data when the focus is on the out-of-roundness value only (Cho and Tu
2001).
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Table 5. Five out-of-control behaviors modelled as spindle-motion errors

Spindle-motion error Model Parameter values

Half frequency
√

2
p
δ1 sin((k − 1)π/p) δ1 = 0.1, 0.15, 0.2, 0.25

Bi-lobe
√

2
p
δ2[c1j cos((k − 1)f2) + c2j sin((k − 1)f2)] δ2 = 0.1, 0.2, 0.3, 0.4

Tri-lobe
√

2
p
δ3[c3j cos((k − 1)f3) + c4j sin((k − 1)f3)] δ3 = 0.1, 0.2, 0.3, 0.4

Four-lobe (fixed phase)
√

2
p
δ4 cos((k − 1)f4) δ4 = 0.005, 0.01, 0.015, 0.02

Four-lobe (random phase)
√

2
p
δ4 cos((k − 1)f4 − φ) δ4 = 0.005, 0.01, 0.015, 0.02

k = 1, . . . p. Random phase of fourth harmonic distributed as φ ∼ U [0, 2π]

5.1 Simulation results

We used simulation to find the ARLs for the three control charts considered in
our comparison study. For each productive scenario under study, all simulations
were conducted by first tuning the competing approaches in order to achieve the
same in-control ARL value of about 100. A large number of profiles was used to
design the control charts for each productive scenario. In fact, control limits for
each method were obtained by simulation given n = 30, 000 instances of in-control
profiles.

Hence, the performance of competing approaches in Phase II were related to
the ability of detecting out-of-control profiles, given that all the approaches are
designed to achieve the same false alarm probability approximatively equal to 1%.

Table 6 through Table 9 summarize simulation results for each of the six produc-
tive scenarios under study. Each table reports the ARL performance estimated by
computing a set of 1, 000 run lengths, given that the new profiles are simulated ac-
cording to a specific out-of-control model. Standard deviations estimated for such
mean values are also included in the tables within parenthesis.

In order to select the best approach in each different case study (where each
case study is characterized by a specific scenario and a specific out-of-control), we
need to determine the method corresponding to the lowest value of ARL. Since ties
are possible, we further used a very simple rule which identify two approaches as
equally performing when the two (approximated) confidence intervals for ARL are
overlapping. In particular the approximated confidence interval is simply computed
as mean ±3 times the corresponding standard deviation. Eventually, the ARL
values corresponding to the best approaches are highlighted using a bold-type font
in Table 6 through Table 9.

5.2 Discussion

Two main factors characterize the simulated case studies: the type of out-of-control
and type of scenario. With respect to the type of out-of-control, three different
classes of changes can be outlined. The first class includes all the out-of-control
models where the change is affecting a component which was originally present in
the baseline (Phase I) model. Specifically, the half-frequency, the bi-lobe and the
tri-lobe models belong to this first class. The second class includes out-of-controls
where the change is due to an additional component which was not originally
present in the model but it is supposed to suddenly appear affecting the profile
signature. The four-lobe (both with fixed and random phase) model belongs to
this second class. Eventually, the last class includes out-of-control whose change is
affecting the random error variance.

With reference to the type of scenario under study, a further distinction will aid
the following discussion. The first type of scenarios will refer to situations in which
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Table 6. Phase II simulation results for productive scenarios 1, 3 and 5 (fixed effects

in the large-scale component of the model). Out-of-controls influencing one or more har-

monics already modelled in the baseline model. Actual ARLs and corresponding standard

deviations within parenthesis.

Scenario 1

severity LOC CC REG CC PCA CC

Half Frequency 0.1 54.37 (1.73) 1.00 (0.00) 6.21 (0.18)
0.15 25.45 (0.85) 1.00 (0.00) 1.38 (0.02)
0.2 10.58 (0.34) 1.00 (0.00) 1.01 (0.00)

0.25 4.74 (0.14) 1.00 (0.00) 1.00 (0.00)

Bi-lobe 0.1 88.29 (2.80) 1.99 (0.05) 45.37 (1.40)
0.2 61.08 (1.94) 1.00 (0.00) 7.35 (0.22)
0.3 35.68 (1.09) 1.00 (0.00) 1.55 (0.03)
0.4 21.51 (0.65) 1.00 (0.00) 1.01 (0.00)

Tri-lobe 0.1 91.93 (2.90) 5.13 (0.14) 66.85 (2.07)
0.2 74.91 (2.24) 1.07 (0.01) 22.60 (0.71)
0.3 55.39 (1.65) 1.00 (0.00) 5.68 (0.16)
0.4 39.47 (1.25) 1.00 (0.00) 1.87 (0.04)

Scenario 3

Half Frequency 0.1 33.31 (1.00) 1.27 (0.02) 6.00 (0.17)
0.15 12.26 (0.38) 1.00 (0.00) 1.51 (0.03)
0.2 4.81 (0.13) 1.00 (0.00) 1.03 (0.01)

0.25 2.37 (0.06) 1.00 (0.00) 1.00 (0.00)

Bi-lobe 0.1 72.11 (2.13) 6.75 (0.19) 45.89 (1.40)
0.2 37.70 (1.21) 1.20 (0.02) 7.02 (0.20)
0.3 21.47 (0.63) 1.00 (0.00) 1.71 (0.04)
0.4 10.63 (0.32) 1.00 (0.00) 1.05 (0.01)

Tri-lobe 0.1 86.85 (2.72) 16.70 (0.50) 64.30 (1.94)
0.2 60.26 (1.92) 2.44 (0.06) 20.18 (0.57)
0.3 33.59 (1.04) 1.11 (0.01) 5.20 (0.15)
0.4 21.56 (0.66) 1.01 (0.00) 1.87 (0.04)

Scenario 5

Half Frequency 0.1 33.77 (1.04) 1.27 (0.02) 45.44 (1.41)
0.15 13.66 (0.41) 1.00 (0.00) 17.82 (0.53)
0.2 5.97 (0.18) 1.00 (0.00) 5.52 (0.16)

0.25 2.56 (0.06) 1.00 (0.00) 1.90 (0.04)

Bi-lobe 0.1 80.06 (2.53) 8.19 (0.22) 87.96 (2.88)
0.2 40.56 (1.21) 1.22 (0.02) 47.54 (1.56)
0.3 19.06 (0.55) 1.00 (0.00) 20.53 (0.61)
0.4 10.31 (0.31) 1.00 (0.00) 6.61 (0.19)

Tri-lobe 0.1 90.62 (2.94) 21.71 (0.67) 96.49 (3.02)
0.2 59.74 (1.86) 2.73 (0.07) 75.45 (2.50)
0.3 35.02 (1.11) 1.15 (0.01) 41.79 (1.30)
0.4 22.05 (0.70) 1.00 (0.00) 22.42 (0.67)

ARL about equal to 100 in the in-control case for each method.
Bold fonts highlight outperforming ARL values.

the large-scale model is characterized by fixed effects (i.e., productive scenarios 1,
3 and 5). The second type will refer to the remaining set of scenarios 2, 4 and 6
(where the large-scale component has random effects, too).

Let’s start discussing results obtained for scenarios with fixed effects in the large-
scale model (i.e., productive scenarios 1, 3 and 5). Table 6 shows results obtained
in these scenarios considering the first type of out-of-control (i.e., characterized by
a change of components which were already present in the the baseline model). In
this table, it can observed that the regression-based approach outperforms both
the PCA-based approach and the location control chart, even if in a few cases,
especially when an high severity of the out-of-control condition is considered, the
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regression-based and the PCA-based approaches can have comparable performance.
It should be noted that for these out-of-control conditions (half-frequency, bi-lobe
and tri-lobe), the majority of alarms released by the regression-based approach are
produced by the T 2 control chart on the vector of fitted parameters, while the
PCA-based approach consists of the Q control chart only.

With reference to the same productive scenarios (1, 3 and 5), when the out-of-
control influences harmonics not in the baseline model (four-lobe with both fixed
and random phase), it can be observed from results in Table 7 that the regression-
based approach presents a reduced power of detection. As a matter of fact, the T 2

control chart does not signal many changes in the regression parameters, while the
majority of alarms are produced by the residual control chart. However, this latter
control chart appears to be not suitable in signalling changes in harmonic’s am-
plitudes or phases. As a consequence, in these cases the regression-based approach
present inferior performance when compared to the PCA-based approach (with the
exception of productive scenarios 1 when a large shift is considered). From results
reported in Table 7, it is also worth noting that the location control chart also did
well in signalling four-lobe out-of-controls, especially for the productive scenario 5,
where in many cases it presents comparable performance to those produced by the
PCA-based approach. Finally, in the case of increased variance of the error term
(i.e., the last type of out-of-control case), Table 7 shows that PCA-based approach
outperforms the competing methods in almost all the productive scenarios, with
the exception of scenario 5. As a matter of fact, while the performance of both the
location and the regression-based control charts in signaling increased variance of
the error term are not influenced by the nature of such a term (iid for scenario 1,
or correlated with either fixed or random coefficients for scenarios 3 and 5 respec-
tively), the performance of Q chart of the PCA-based approach are reducing in the
case of spatially correlated errors, especially for random effects in the small-scale
component of the model (productive scenario 5).

With reference to the remaining set of scenarios (characterized by a large-scale
model with random effects, namely production scenarios 2, 4 and 6), the PCA-
based approach can take full advantage of both the T 2 control chart based on the
first m = 4 PCs and of the Q control chart on the residuals. Considering the first
type of out-of-control models (where the change is affecting a regressor that was
originally present in the baseline model, i.e., half-frequency, bi-lobe and tri-lobe),
Table 8 shows that the PCA-based approach presents in many cases outperforming
performance when compared to the regression-based approach, particularly for
productive scenarios with correlated error term (scenarios 4 and 6) while in the case
of iid errors (scenario 2) performance of the two parametric approaches are almost
equivalent. As a matter of fact, the regression-based approach is not doing well
in signaling these changes in the amplitude of the baseline-harmonics because of
the the extra variability (random effects) characterizing the estimated parameters.
In fact, this additional variability causes a reduced detection power of T 2 control
chart in the regression-based approach.

Furthermore, from Table 8 it can be also observed that the location control chart
presents comparable performance to the ones achieved with PCA-based approach.
In a few cases, especially for productive scenarios with correlated errors (scenarios
4 and 6), surprisingly the location control chart outperform both the regression-
based and the PCA-based approaches. This result further confirms that the simple
location control chart can be considered a valuable alternative to parametric meth-
ods for profile monitoring.

Similarly to scenarios where fixed effects in the large-scale model are assumed,
Table 9 shows that even if random effects are considered the PCA-based approach
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Table 7. Phase II simulation results for productive scenarios 1, 3 and 5 (fixed effects in

the large-scale component of the model). Out-of-controls influencing one harmonic not in

the baseline model and error term. Actual ARLs and corresponding standard deviations

within parenthesis.

Scenario 1

severity LOC CC REG CC PCA CC

Four-lobe 0.005 89.78 (2.91) 76.50 (2.39) 38.99 (1.19)
(fixed phase) 0.01 54.55 (1.72) 10.68 (0.33) 5.41 (0.16)

0.015 30.54 (0.94) 1.65 (0.03) 1.28 (0.02)
0.02 17.35 (0.55) 1.01 (0.00) 1.00 (0.00)

Four-lobe 0.005 81.53 (2.58) 76.67 (2.42) 40.41 (1.24)
(random phase) 0.01 56.15 (1.71) 10.78 (0.32) 5.14 (0.14)

0.015 33.00 (1.03) 1.57 (0.03) 1.30 (0.02)
0.02 16.13 (0.51) 1.01 (0.00) 1.00 (0.00)

Error term 1.01 79.75 (2.70) 68.51 (2.09) 38.28 (1.20)
1.02 70.42 (2.27) 35.12 (1.10) 16.49 (0.50)
1.03 59.14 (1.82) 17.65 (0.57) 8.44 (0.24)
1.04 49.06 (1.55) 9.26 (0.27) 4.85 (0.13)

Scenario 3

Four-lobe 0.005 70.33 (2.25) 84.02 (2.71) 38.03 (1.09)
(fixed phase) 0.01 35.22 (1.07) 35.52 (1.17) 4.90 (0.14)

0.015 16.04 (0.48) 6.12 (0.18) 1.41 (0.02)
0.02 8.66 (0.26) 1.56 (0.03) 1.01 (0.00)

Four-lobe 0.005 69.44 (2.05) 84.68 (2.78) 35.66 (1.18)
(random phase) 0.01 34.23 (1.09) 38.80 (1.19) 5.09 (0.14)

0.015 16.99 (0.52) 5.94 (0.17) 1.39 (0.02)
0.02 8.02 (0.24) 1.59 (0.03) 1.02 (0.00)

Error term 1.01 75.33 (2.40) 66.42 (2.04) 49.60 (1.55)
1.02 63.42 (1.77) 35.59 (1.07) 26.68 (0.81)
1.03 50.47 (1.48) 16.64 (0.53) 14.84 (0.46)
1.04 39.63 (1.22) 8.85 (0.26) 8.70 (0.26)

Scenario 5

Four-lobe 0.005 74.33 (2.38) 99.25 (3.13) 80.03 (2.56)
(fixed phase) 0.01 36.30 (1.16) 83.13 (2.56) 43.31 (1.30)

0.015 16.98 (0.51) 52.06 (1.58) 14.83 (0.44)
0.02 9.00 (0.27) 32.08 (1.02) 5.02 (0.14)

Four-lobe 0.005 75.40 (2.53) 97.02 (2.97) 83.22 (2.59)
(random phase) 0.01 36.53 (1.12) 80.87 (2.66) 42.83 (1.32)

0.015 17.11 (0.52) 54.15 (1.71) 16.10 (0.46)
0.02 8.25 (0.24) 34.22 (1.04) 4.88 (0.14)

Error term 1.01 85.19 (2.73) 74.52 (2.37) 84.64 (2.65)
1.02 65.27 (2.00) 38.21 (1.15) 63.55 (2.04)
1.03 51.64 (1.62) 18.35 (0.54) 50.82 (1.60)
1.04 41.72 (1.33) 9.55 (0.29) 40.60 (1.28)

ARL about equal to 100 in the in-control case for each method.
Bold fonts highlight outperforming ARL values.

outperforms the competing methods in signaling that an additional component
(in this case a four-lobe harmonic) which was not present in the baseline model
is introduced. However, in a few cases, especially in the productive scenarios 2
and 6, the competing methods present also comparable performance. Finally, with
reference to the third type of out-of-control, i.e., the increase of the error-term
variance, Table 9 shows that the PCA-based approach appears the outperforming
method only in the case of iid error term (productive scenario 2) while in the other
two scenarios (4 and 6), i.e., when the error terms present a spatial correlation, the
regression-based approach presents the best performance.
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Table 8. Phase II simulation results for productive scenarios 2, 4 and 6 (random effects in

the large-scale component of the model). Out-of-controls influencing one harmonics already

modelled in the baseline model. Actual ARLs and corresponding standard deviations within

parenthesis.

Scenario 2

severity LOC CC REG CC PCA CC

Half Frequency 0.1 75.84 (2.54) 79.36 (2.52) 67.18 (2.09)
0.15 53.74 (1.62) 55.83 (1.70) 48.66 (1.44)
0.2 37.98 (1.13) 36.69 (1.16) 29.46 (0.92)

0.25 25.91 (0.79) 21.48 (0.69) 17.70 (0.55)

Bi-lobe 0.1 62.98 (1.93) 64.62 (1.99) 63.33 (2.03)
0.2 38.32 (1.23) 36.78 (1.17) 37.20 (1.19)
0.3 24.02 (0.72) 20.89 (0.61) 21.12 (0.64)
0.4 15.34 (0.49) 12.75 (0.41) 12.49 (0.38)

Tri-lobe 0.1 70.95 (2.24) 65.62 (2.03) 59.79 (1.92)
0.2 46.43 (1.42) 38.16 (1.19) 35.44 (1.13)
0.3 32.09 (1.00) 20.36 (0.61) 19.77 (0.63)
0.4 21.64 (0.68) 12.98 (0.39) 12.56 (0.38)

Scenario 4

Half Frequency 0.1 78.93 (2.43) 94.10 (2.92) 77.36 (2.37)
0.15 52.08 (1.67) 77.19 (2.46) 49.00 (1.61)
0.2 35.70 (1.15) 57.37 (1.83) 30.25 (1.01)

0.25 23.19 (0.73) 36.60 (1.14) 17.68 (0.56)

Bi-lobe 0.1 53.53 (1.68) 76.27 (2.36) 68.35 (2.16)
0.2 32.95 (1.04) 48.44 (1.50) 39.88 (1.22)
0.3 22.32 (0.68) 29.95 (0.92) 22.39 (0.68)
0.4 13.92 (0.42) 16.42 (0.50) 14.52 (0.45)

Tri-lobe 0.1 68.28 (2.09) 76.96 (2.44) 69.07 (2.13)
0.2 41.21 (1.31) 48.96 (1.53) 39.19 (1.22)
0.3 29.19 (0.93) 28.15 (0.90) 22.32 (0.68)
0.4 17.99 (0.56) 17.22 (0.53) 13.23 (0.40)

Scenario 6

Half Frequency 0.1 73.26 (2.18) 93.18 (2.83) 80.04 (2.56)
0.15 50.53 (1.57) 78.68 (2.63) 61.07 (1.90)
0.2 35.61 (1.16) 68.49 (2.16) 44.43 (1.37)

0.25 22.49 (0.72) 48.50 (1.56) 29.05 (0.89)

Bi-lobe 0.1 64.08 (1.92) 76.41 (2.42) 64.29 (1.89)
0.2 36.07 (1.16) 47.48 (1.60) 38.03 (1.22)
0.3 24.01 (0.77) 29.76 (0.92) 21.21 (0.67)
0.4 14.98 (0.45) 16.93 (0.53) 12.61 (0.38)

Tri-lobe 0.1 70.44 (2.16) 72.51 (2.27) 70.08 (2.19)
0.2 43.66 (1.44) 47.72 (1.50) 37.55 (1.17)
0.3 30.33 (0.94) 27.57 (0.85) 21.70 (0.67)
0.4 19.43 (0.60) 17.39 (0.54) 12.60 (0.40)

ARL about equal to 100 in the in-control case for each method.
Bold fonts highlight outperforming ARL values.

5.3 Overall performance measure

Given that no specific approach has shown to be preferable to the competing ones in
all the simulated case studied (Table 6-Table 9), we decided to compute an overall
performance index by averaging all the performance achieved in each productive
scenario, despite of the specific out-of-control under study. As a matter of fact, the
two factors which are defining the simulated case studies (the type of scenario and
the type of out-of-control model) presents a main difference: the type of scenario
should in principle be known by the the analyst while the type of out-of-control
that is going to affect profiles in the future should not be known in advance. In fact,
scenarios depend on the profile model characteristics (i.e., random or fixed effects,
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Table 9. Phase II simulation results for productive scenarios 2, 4 and 6 (random effects

in the large-scale component of the model). Out-of-controls influencing one harmonic not

in the baseline model and error term. Actual ARLs and corresponding standard deviations

within parenthesis.

Scenario 2

severity LOC CC REG CC PCA CC

Four-lobe 0.005 94.17 (2.95) 75.65 (2.29) 47.98 (1.54)
(fixed phase) 0.01 72.37 (2.26) 10.31 (0.31) 7.27 (0.21)

0.015 50.96 (1.66) 1.57 (0.03) 1.41 (0.02)
0.02 36.08 (1.19) 1.01 (0.00) 1.01 (0.00)

Four-lobe 0.005 89.76 (2.71) 71.29 (2.21) 50.01 (1.63)
(random phase) 0.01 75.49 (2.29) 9.73 (0.30) 7.07 (0.21)

0.015 53.03 (1.69) 1.58 (0.03) 1.42 (0.02)
0.02 37.03 (1.17) 1.01 (0.00) 1.01 (0.00)

Error term 1.01 85.57 (2.87) 69.28 (2.08) 49.93 (1.60)
1.02 85.47 (2.49) 36.33 (1.12) 21.26 (0.63)
1.03 75.11 (2.54) 16.09 (0.49) 10.90 (0.31)
1.04 71.96 (2.28) 8.41 (0.24) 5.80 (0.16)

Scenario 4

Four-lobe 0.005 82.84 (2.67) 97.27 (3.07) 50.62 (1.57)
(fixed phase) 0.01 62.98 (1.88) 52.01 (1.54) 6.67 (0.19)

0.015 46.73 (1.52) 9.67 (0.26) 1.53 (0.03)
0.02 29.93 (0.95) 2.01 (0.04) 1.02 (0.00)

Four-lobe 0.005 85.04 (2.68) 96.51 (3.02) 50.52 (1.55)
(random phase) 0.01 63.38 (2.08) 53.68 (1.61) 6.89 (0.20)

0.015 43.92 (1.39) 9.75 (0.29) 1.56 (0.03)
0.02 29.17 (0.88) 2.03 (0.05) 1.02 (0.00)

Error term 1.01 90.45 (2.80) 78.04 (2.42) 65.50 (2.01)
1.02 80.35 (2.49) 37.38 (1.18) 38.16 (1.16)
1.03 71.94 (2.30) 17.63 (0.54) 21.90 (0.70)
1.04 68.64 (2.07) 9.36 (0.26) 13.11 (0.41)

Scenario 6

Four-lobe 0.005 94.32 (3.06) 98.13 (3.13) 93.35 (2.96)
(fixed phase) 0.01 74.52 (2.31) 95.74 (3.07) 53.47 (1.73)

0.015 50.01 (1.57) 59.25 (1.82) 20.42 (0.60)
0.02 33.61 (1.07) 39.05 (1.18) 6.84 (0.20)

Four-lobe 0.005 93.75 (3.11) 98.73 (3.25) 82.94 (2.61)
(random phase) 0.01 68.78 (2.20) 93.34 (2.72) 51.94 (1.57)

0.015 46.98 (1.49) 58.61 (1.83) 22.00 (0.66)
0.02 33.65 (1.04) 35.44 (1.09) 6.73 (0.20)

Error term 1.01 99.60 (3.29) 70.81 (2.25) 82.80 (2.56)
1.02 92.75 (2.86) 37.58 (1.13) 75.28 (2.39)
1.03 82.34 (2.56) 17.88 (0.52) 60.27 (1.77)
1.04 76.31 (2.42) 9.17 (0.28) 55.34 (1.80)

ARL about equal to 100 in the in-control case for each method.
Bold fonts highlight outperforming ARL values.

iid or correlated noise terms, etc.) which should be investigated in Phase I control
charting. On the contrary, the type of out-of-control is in general unknown, and
the overall results that we are going to analyse represent the actual performance
indicator when all the different types of out-of-controls are equally likely to affect
future profiles.

Figure 1 through Figure 3 graphically depict the 99% Bonferroni’s confidence
intervals of the overall ARLs presented by the three competing approaches in each
production scenarios considered in our study. It can be observed that the PCA-
based approach should be preferred in almost all the production scenarios with the
only exception of scenario 5 in which the regression-based approach outperforms
both the location and PCA-based control chart. It is also worth noting that in
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(a) (b)

Figure 1. 99% Bonferroni’s confidence intervals of the overall ARL for location (LOC CC), regression-
based (REG CC) and PCA-based (PCA-CC) control charts. (a) Productive scenario 1. (b) Productive
scenario 2.

(a) (b)

Figure 2. 99% Bonferroni’s confidence intervals of the overall ARL for location (LOC CC), regression-
based (REG CC) and PCA-based (PCA-CC) control charts. (a) Productive scenario 3. (b) Productive
scenario 4.

the scenario 1, the regression-based and PCA-based approaches have performance
substantially similar. As expected the location control chart does not present an
overall performance better than those which characterize the regression-based and
the PCA-based approach, even if in the production scenario 5 the location control
chart outperform the PCA-based approach, while in the scenario 6 the perfor-
mance of the simple location control chart is substantially similar to those of the
regression-based approach. Finally, since scenario 6 is the unperturbed one, i.e., the
one representing the actual case study, we can conclude that the location control
control can be considered a valuable option for profile monitoring of the roundness
profiles.
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(a) (b)

Figure 3. 99% Bonferroni’s confidence intervals of the overall ARL for location (LOC CC), regression-
based (REG CC) and PCA-based (PCA-CC) control charts. (a) Productive scenario 5. (b) Productive
scenario 6.

6. Conclusions

Profile monitoring is a relatively new technique in quality control used when the
product or process quality is best represented by a profile at each time period. Much
of the work in the scientific literature has focused on presenting new approaches
for profile monitoring. This paper presented a comparison study between differ-
ent approaches (location control chart, regression-based and PCA-based) aimed at
defining possible guidelines for selecting the proper approach, depending on the
type of problem at hand.

By comparing Phase I performance, which refer to the ability to obtain a pre-
defined false alarm rate when no contaminated process samples are considered,
we can conclude that the extra-effort required by a regression-based approach is
worth. In fact, the regression-based control charts can be easily designed, since the
actual false alarm rate can be achieved in practice by using an analytic computa-
tion of the control limits despite of the specific productive scenario considered and
of the number of historical data available. Similar conclusions can be also drawn
with reference to the PCA-based approach but only in specific productive scenarios
and for large dimensions of the data set. On the contrary, the design of a location
control chart can be a difficult task, since the actual false alarm rate can be very
different from the one expected.

With reference to the ability in detecting out-of-control states in Phase II, the
simulation results showed that no specific approach should being preferred among
the three competing ones. However, the PCA-based technique is more effective
in signaling a generic change in the functional data in almost all the production
scenarios, while the regression-based approach shows superior performance just in
a specific productive scenario.

Furthermore, though the location control chart is less effective in Phase II than
the parametric approaches, performance observed by using this method are com-
parable to those produced by the competing ones in some cases. Given the inner
simplicity of location control chart, its use in practice can be justified in these pro-
ductive situations, even if attention should be paid in properly designing (Phase I)
this tool.
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Finally, two directions of future research can be identified. The Phase-II compar-
ison study of this paper was based on the ideal assumption that the in-control pa-
rameters are known for each of the competing methods. However, since parameters
may be unknown in actual applications, inaccuracy in estimation from moderate
dataset of Phase-I data can have important effect on the Phase-II performance
of the methods. Therefore, the ”estimated parameters” problem, which has been
recently reviewed in the literature by Jensen et al. (2006), has to be investigated
in future research.

Moreover, only Shewhart-type approaches were compared in this paper. Indeed,
the location control chart consists in applying the standard Shewhart approach
at each location. In order to keep a fair comparison, the T 2 control chart was
also considered for monitoring the parameters in the competing approaches. Simi-
larly, the estimate of the residual variance was monitored with a univariate control
chart. Large shifts and oscillations in the profile data are quickly detected by these
Shewhart-type control charts. However, they are not sensitive in detecting small
sustained shifts in the profile data. Therefore, our study can be extended to focus
on performance for small shifts by combining all the approaches for profile monitor-
ing (location control chart, PCA-based and regression-based) with different control
charting procedures, like exponentially weighted moving average (EWMA) or a cu-
mulative sum (CUSUM), if small sustained shifts are of interest (Kang and Albin
2000, Kim et al. 2003).
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