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GENERAL INFORMATION

The Institute of Automatic Control was founded on October 1, 1977, as a result of
fusion of several groups at the Faculty of Automatic Control at the Silesian University
of Technology. Currently the Institute of Automatic Control is one of the three institutes
constituting the Faculty of Automatic Control, Electronics and Computer Science. The
Institute members are involved in teaching of more than 1000 students from several
study specialisations. General research directions of the Institute involve automatic
control and robotics, modelling and analysis of systems and signals as well as
biotechnology and biocybernetics.

According to the evaluation by the State Accreditation Committee, the level of study
conducted in the direction of Automatic Control and Robotics at the Faculty of
Automatic Control, Electronics and Informatics, fully complies with the accepted
quality standards. Moreover the Board of the State Accreditation Committee has
evaluated this level as excellent.

From the time the uniform ranking of research units was introduced, the Institute of
Automatic Control has been ranked in the highest category of research quality.

The Institute of Automatic Control is sufficiently well equipped for research and
teaching in the fields of automation, control, biotechnology and robotics. There are also
several modern, automation oriented and professionally equipped research/laboratory
stations.

Research and teaching activities of the Institute are headed and coordinated by the
Board of Directors including the following members:

Professor Andrzej Świerniak         - Director, Head of the Institute,
Professor Mieczysław Metzger  - Vice-director for Research.
Professor Marek Pawełczyk             - Vice-director for Teaching,

The following professors are members of the Institute of Automatic Control:
(For E-mail adresses see biographical sketches)

Marian Błachuta - professor,
Adam Czornik - professor,
Zdzisław Duda - professor,
Jarosław Figwer - professor,
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Jerzy Frączek - full and titular professor,
Ryszard Gessing - full-titular professor,
Jerzy Kasprzyk - associate professor,
Marek Kimmel - full and titular professor,
Jerzy Klamka - full and titular professor,
Mieczysław Metzger - full and titular professor,
Antoni Niederliński - full-titular professor,
Henryk Palus - associate professor,
Marek Pawełczyk - associate professor,
Joanna Rzeszowska - full and titular professor,
Bogdan Smołka - professor,
Andrzej Świerniak - full and titular professor,
Tadeusz Szkodny - associate professor,
Zdzisław Trybalski - full-titular professor,
Stanisław Waluś - associate professor,
Maria Wideł - professor,

Central administration of the Institute:

Elżbieta Gajda, M.Sc.  - administrative manager,
Henryk Jakubiec, M.Sc.  - service for research instrumentation,
Elżbieta Król, M.Sc.   - service for research contracts and grants,
Laura Frydrychowska, B.Sc.  - service for teaching.

Structure and staff

Research and teaching activities are conducted in 5 groups of the Institute of Automatic
Control:

* Control and Robotics Group
Head:

Ryszard Gessing, M.Sc., Ph.D., D. Sc., full-titular professor
(till 30.09.06)
Marian Błachuta, M.Sc., Ph.D., D.Sc., professor,
(from 01.10.06)

Members:
Adam Czornik, M.Sc., Ph.D., D.Sc., professor,
Zdzisław Duda, M.Sc., Ph.D., D.Sc., professor,
Tadeusz Szkodny, M.Sc., Ph.D., D.Sc., associate professor,
Artur Babiarz, M.Sc., Ph.D., - assistant professor,
Robert Bieda, M.Sc., Ph.D., - assistant professor,
Damian Bereska, M.Sc., Ph.D., - assistant professor,
Roman Czyba, M.Sc., Ph.D., - assistant professor,
Adam Gałuszka, M.Sc., Ph.D., assistant professor
Rafał Grygiel, M.Sc., Ph.D., assistant professor
Krzysztof Jaskot, M.Sc., Ph.D., assistant professor
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Zygmunt Kuś, M.Sc., Ph.D., assistant professor,
Aleksander Nawrat, M.Sc., Ph.D., assistant professor
Krzysztof Simek, M.Sc., Ph.D., assistant professor,
Krzysztof Skrzypczyk, M.Sc., Ph.D., assistant professor,
Zbigniew Starosolski, M.Sc., Ph.D., assistant professor,
Aleksander Staszulonek, M. Sc., Ph.D., senior-lecturer,

Robert Próban, technician (half-time employed),
Jan Skrzyniarz, technician,
Marzena Schab, M.Sc. technician,

 * Industrial Control Group
Head:

Antoni Niederliński, M.Sc., Ph.D., D. Sc., full-titular professor
(till 30.09.06)
Jarosław Figwer, M.Sc., Ph.D., DSc., professor (from 01.10.06)

Members:
Jerzy Klamka, M.Sc., Ph.D., D. Sc., full and titular professor

member of the Polish Academy of Science,
Jerzy Kasprzyk, M.Sc., Ph.D., D.Sc., associate professor,
Marek Pawełczyk, M.Sc., Ph.D., D.Sc., associate professor,
Ewa Bielińska, M.Sc., Ph.D., assistant professor,
Dariusz Bismor, M. Sc., Ph.D., assistant professor,
Krzysztof Czyż, M.Sc. Ph.D., assistant professor,
Janusz Hajda, M.Sc., Ph.D., assistant professor,
Ryszard Jakuszewski, M.Sc., Ph.D., assistant professor,
Wojciech Legierski, M.Sc., Ph.D., assistant professor,
Jacek Loska, M.Sc., Ph.D., assistant professor,
Małgorzata Michalczyk, M.Sc., Ph.D., assistant professor,
Jerzy Mościński, M.Sc., Ph.D., assistant professor,
Zbigniew Ogonowski, M.Sc., Ph.D., assistant professor,
Tomasz Szczygieł, M.Sc., Ph.D., assistant professor,
Janusz Wyrwał, M.Sc., Ph.D., assistant professor,

Lukasz Rataj, M.Sc. engineer,
Edward Marchewka, technician,
Anna Sas, technician.

 * Control Systems and Control Instrumentation Group
Head:

Mieczysław Metzger, M.Sc., Ph.D., D.Sc., full and titular professor.
Members:

Zdzisław Trybalski, M.Sc., Ph.D., D.Sc., full-titular professor,
                                                                                           (half-time)

Stanisław Świtalski, M.Sc., Ph.D., reader,
Jacek Czeczot, M.Sc., Ph.D., assistant professor,
Dariusz Choiński, M.Sc., Ph.D., assistant professor,
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Tomasz Kłopot, M.Sc., Ph.D., assistant professor,
Piotr Łaszczyk, M. Sc., Ph.D., assistant professor,
Witold Nocoń, M.Sc., Ph.D., assistant professor,
Kazimierz Pasek, M.Sc., Ph.D., senior-lecturer,
Przemysław Plesowicz, M.Sc., Ph.D., assistant professor,
Krzysztof Stebel, M.Sc., Ph.D., assistant professor,

Henryk Jakubiec, M.Sc. engineer,
Małgorzata Jaskólska, technician,
Klaudiusz Szołtys, technician.

 * Measurement Systems Group
Head:

Jerzy Frączek, M.Sc., Ph.D., D. Sc., full and titular professor.
Members:

Stanisław Waluś, M.Sc., Ph.D., D.Sc., associate professor,
Dariusz Buchczik, M. Sc., Ph.D., assistant professor
Tomasz Grychowski, M. Sc., Ph.D., assistant professor
Witold Ilewicz, M. Sc., Ph.D., assistant professor,
Andrzej Kozyra, M. Sc., Ph.D., assistant professor
Andrzej Marcyniuk, M.Sc., Ph.D., assistant professor,

(half-time)
Alicja Wiora, M.Sc., Ph.D., assistant professor,
Józef Wiora, M.Sc., Ph.D., assistant professor,
Roman Wyżgolik, M. Sc., Ph.D., assistant professor,
Janusz Żelezik, M.Sc., Ph.D., senior-lecturer,

Barbara Kochowska, technician,
Piotr Kotowicz, technician,
Marcin Szulc, B.Sc., technician.

* Systems Engineering Group
Head:

Andrzej Świerniak, M.Sc., Ph.D., D. Sc., full and titular professor,
Members:

Marek Kimmel, M.Sc., Ph.D., D. Sc., full and titular professor,
Joanna Rzeszowska, M.Sc., Ph.D., D. Sc., full and titular professor,
Bogdan Smołka, M.Sc., Ph.D., D. Sc., professor,
Maria Wideł, M.Sc., Ph.D., D. Sc., professor,
Henryk Palus, M.Sc., Ph.D., D.Sc., associate professor,
Artur Bal, M. Sc., Ph.D., assistant professor,
Zbigniew Bortliczek, M.Sc., Ph.D., assistant professor, (half-time),
Waldemar Grzechca, M.Sc., Ph.D., assistant professor,
Krzysztof Fujarewicz, M.Sc., Ph.D., assistant professor,
Mieczysław Jagodziński, M. Sc., Ph.D. assistant professor,
Jolanta Krystek, M. Sc., Ph.D., assistant professor
Anna Lalik, M. Sc., Ph.D. assistant professor,
Bożena Paluchiewicz, M.Sc., Ph.D., senior-lecturer,
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Joanna Polańska, M.Sc., Ph.D., assistant professor,
Witold Sileikis, M.Sc., Ph.D., assistant professor,
Jarosław Śmieja, M.Sc., Ph.D., assistant professor,
Marek Szczepański, M.Sc., Ph.D., assistant professor,

Elżbieta Król, M. Sc., engineer,
Andrzej Fortuna, M. Sc., engineer (half-time employed)
Aleksandra Szczerbik, M.Sc., engineer,
Edward Szumiński, technician,

Doctorate students

Aneta Bal, M.Sc., Ph.D. student,
Wojciech Błotnicki, M.Sc., Ph.D. student,
Damian Borys, M. Sc., Ph.D. student,
Sebastian Budzan, M.Sc., Ph.D. student,
Artur Cieślar-Pobuda, M.Sc., Ph.D. student,
Krzysztof Daniec, M.Sc., Ph.D. student,
Tomasz Dzieżok, M.Sc., Ph.D. student,
Mariusz Frąckiewicz, M.Sc., Ph.D. student,
Teresa Główka, M.Sc., Ph.D. student,
Roman Koteras, M.Sc., Ph.D. student,
Kamil Kozak, M.Sc., Ph.D. student,
Mariusz Latos, M.Sc., Ph.D. student,
Maria Łuszczkiewicz, M.Sc., Ph.D. student,
Szymon Ogonowski, M.Sc., Ph.D. student,
Marcin Pacholczyk, M.Sc., Ph.D. student,
Krzysztof Plaza, M.Sc., Ph.D. student,
Krzysztof Psiuk-Maksymowicz, M.Sc., Ph.D. student,
Grzegorz Polaków, M.Sc., Ph.D. student,
Tomasz Primke, M.Sc., Ph.D. student,
Krzysztof Puszyński, M.Sc., Ph.D. student,
Sebastian Student, M.Sc., Ph.D. student,
Jan Staniek, M.Sc., Ph.D. student,

New educational enterprises

Based on the two decades of research effort in biotechnology (in the bioinformatics lead
by professor Andrzej Świerniak as well as in industrial biotechnology lead by professor
Mieczysław Metzger) two important educational enterprises have been undertaken. The
first one started in the fall 2003 involves new courses in Information Processing and
Control in Biotechnology for students in Automatic Control and Robotics. The second
one is interdepartmental study in Biotechnology initiated by three Faculties: The
Faculty of Automatic Control, Electronics and Computer Science, The Faculty of
Chemistry and The Faculty of Environmental and Energy Engineering. Our Faculty is
responsible for specialization Bioinformatics for which enrollment will start in the fall
2005.
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CONTROL AND ROBOTICS
GROUP

INFORMATION ABOUT RESEARCH ACTIVITIES

Research activities of the Control and Robotics Group include a wide variety of
research projects of both theoretical and applied character. Topics of research are
concentrated in two main directions:
• control and optimization theory,
• robot control systems.

CONTROL AND OPTIMIZATION THEORY

Linear – quadratic regulator with output feedback and nonzero external
excitations

R. Gessing

Augmented and minimal realization state space models are proposed for direct
implementation of the discrete-time linear-quadratic regulator (DLQR) with measured
not all the state variables but only the output of the plant. Both the models are related by
means of original transformation with a  rectangular matrix. Using this transformation it
is shown that the resulting closed-loop (CL) system with dynamic output feedback
regulator (DOFR) has the same stable roots of its characteristic equation as the CL
system with state feedback and DLQR; the additional zero roots of the first CL system
generated by DOFR do not change its properties, essentially. It is also shown that the
CL system with DOFR realizes the optimal control with feedback from an augmented
state, resulting from solving an appropriate DLQR problem. By appropriate choice of
the state weighting matrix in the performance index, it is possible to obtain a partial
pole placement of the CL system. The internal model of disturbances included to the
augmented plant improves the quality of control. The researches concern also the
continuous-time as well as multivariable systems.
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The properties of the observer based LQ regulator are also researched. It is shown
that this regulator is optimal for adequate initial condition of the observer. The latter
statement concerns both continuous-time and discrete-time systems. The case of
nonadequate initial conditions is also researched.

The properties of the classical LQ regulator applied in the system with nonzero
external excitations are also analysed. It is shown that LQ observer based regulator with
sufficiently fast observer modes gives transients which are almost optimal.

Description, Analysis and Design of Discrete-Time Systems  Using  Continuous-
Time Methods

R. Gessing, M. Błachuta

At present most of the controllers are realized using microprocessors working mostly at
high sampling frequencies. Application of the Z-transform approach to the synthesis
with such controllers is connected with some difficulties.  Therefore, the researches
concern the application of the continuous-time methods for their description and design.
One variable, as well as multivariable systems can be treated in this manner. Especially
in the multivariable systems with controllers having different sampling periods the
proposed method is useful since in that case there are difficulties in designing.

Sliding mode control with decreased chattering effect

R. Gessing
The idea of the system with sliding mode control and adaptation of the switched Max-
Min amplitudes of the relay output is researched. The adaptation is possible owing to
the observation that the sliding mode control is equivalent to bang-bang relay control of
the sliding surface signal on the level zero. The rates of the increasing and decreasing
parts of the sliding surface signal are used for independent adaptation of Min and Max
values of the relay output, respectively. The adaptation causes that the difference (Max-
Min) is decreased and both the values tend to be placed symmetrically with respect to
the needed value of the control. Owing to this the chattering effect appearing in the
sliding control is decreased, significantly and the system remains very robust.
Simplified model of the proposed solution is elaborated  and the condition of stability is
derived. The proposed approach is applied also for the systems with delay. To
compensate the delay of the plant the Smith  predictor is used.

An original compensator has been proposed to implement sliding mode control
with decreased chattering for nonminimum phase plants. The idea of the compensator is
similar as that of the Smith predictor. The difference is that the compensator from the
point of view of control “changes” the plant from nonminimum phase to minimum
phase one. It is also shown that using the parallel compensator described below in a
relay system it is possible to implement sliding mode control without application of
higher order derivatives.
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Modified Feedback Structure with Higher Order Derivatives in Regulator

R. Gessing

The idea of the researches is based on several facts. First, if the rational transfer
function (TF) of open loop system has appropriately suited polynomial (n-1)-th order in
numerator to the polynomial of n-th order in denominator then the closed loop system
may be stable for very high gain. Second, this kind of open loop TF may be achieved by
appropriate choice of the "dynamics” Q(s) of regulator, in which the described
approximations of the first and if needed - higher order derivative are used. The
performed simulations show that these approximations are implementable. Third, we
propose the structure of  feedback loop with the block diagram in which the high gain k
and "dynamics” Q(s) of regulator are separated: k appears after the summing junction
with set point w and Q(s) before it. Owing to this the proposed feedback structure
implements model reference control with the reference model 1/Q(s). The proposed
structure is usually insensitive to relatively large plant parameter changes. It works well
with linear and nonlinear plants. The structure applied to nonlinear plant gives the
linearized approximate model described by 1/Q(s). Therefore it may be used for
linearization. Since the structure is very robust it becomes that it may be also used to
non stationary linear and nonlinear plants. Taking into account the large possible plant
parameter changes, it is shown that the structure may replace some adaptive control
systems. In implementations all the calculations related with approximation of the
regulator "dynamics" Q(s) may be performed using appropriate microprocessor.
Therefore the regulators implemented in appropriate microprocessors have created
possibility of utilization of the proposed approach. Approximations of higher order
derivatives in Q(s) gain noises and cause rapid and nervous change of control u.
Therefore the proposed solution may be applied to actuators which accept these
changes. Further researches concern multivariable systems.

Parallel Compensator and Its Application to Nonminimum Phase and Other
Difficult Plants

R. Gessing

Design of regulators assuring appropriate accuracy for nonminimum phase plants  meets
great difficulties. This is caused by the fact that usually insignificant increase of the
proportional regulator gain causes instability and small gain causes law accuracy even
in a constant steady state. If the integral part is introduced in regulator, to reduce the
steady state error, then its gain is also very limited giving very slow transients. In the
researches, following the Smith compensator  we propose for nonminimum phase plants
the compensator which connected in parallel to the plant changes its model which
becomes minimum phase. For the changed replacement plant model it is easy to design
regulator with high gain which assures appropriate accuracy. The kind of the changed
model depends upon our choice and the goal of the control. If the main goal of the
control is the accuracy of stabilization under stepwise excitations then the changed
model may take the form of a first order lag with the gain equal to that of the plant. The
time constant of this model has also a limited influence on under- and over-shot of the
step response. If the main goal of the control is tracking or disturbance rejection of
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signals with frequencies belonging to some working frequency band then the changed
model, in the form of rational transfer function with relative order equal to one, should
be chosen in this manner that it is minimum phase and in the working frequency band
its frequency response is approximately the same as that of the plant. Especially in the
case of stabilization the proposed system structure is very robust since the frequency
response of the replacement plant model lies in the first negative quadrant of the
Nyquist plain (first order lag). In the case of tracking or disturbance rejection the
demand of closing the frequency response of the replacement plant to that of the plant
causes some decrease of robustness, since the frequency response of the replacement
plant may lay now in the first and second negative quadrants of Nyquist plain (closer to
the critical point (-1,j0). To the replacement plant the relay implementation of the
control may be applied; it has similar properties as a continuous-time one, which results
from performed simulations. It is shown that the described idea of parallel compensator
may be also used for other difficult plants to improve the transients.

It is shown that the continuous and relay systems with parallel compensator are
equivalent from the point of view of the output signal, if the hysteresis of the relay tends
to zero and the saturations of the control in continuous system are equal to the switched
amplitudes of the relay.

Whether Delta Operator Models are Really Better for Small Sampling Periods

R. Gessing

It is known that in the case of small sampling period a large word length (WL) is needed
for recording the shift operator (SO) model coefficients. Therefore the large WL is also
needed for calculation of the frequency and time responses when the SO model is used.
Somewhat different situation is in the case of the delta operator (DO) models which
need for recording their coefficients a significantly smaller WL. The same remark
concerns the analytical calculations of the frequency and time responses. However for
calculations of the latter this statement is true only for such inputs which are described
by some mathematical functions and for which there exists an analytical solution of the
corresponding difference equation. This is a rather seldom case in applications. The
superiority of the DO models over SO ones disappears in the simulation in which for
any input the time response of the output is calculated. This is an important observation
because in simulations usually this case appears. The same case appears in digital
control implementation in which the output of the digital controller must be calculated
for any current input. The superiority of the DO models over SO ones, for small
sampling periods, disappears also in the case of model identification under limited
measurement accuracy and relatively accurate calculations (information processing).
This case is fully justified from practical point of view. The statement about the lack of
the superiority of DO models is in contradiction with the common view. However this
view results from different assumption that the errors result mainly from less accurate
information  processing (to short mantissa used in calculations). To summarize, since
the simulation for any input signal and identification under a limited  measurement
accuracy are (from application point of view) more important, then the statement about
the superiority of the DO over SO models, for small sampling periods, seems to be not
fully justified.
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Two-Level Control of Large-Scale Systems with Incomplete Information

R. Gessing, Z. Duda

Control tasks in large scale systems composed of distributed subsystems are usually
solved in a two-level or multi-level hierarchical structure. Very important issues in
control of such  systems are information and computation. Especially complicated are
control problems with decentralized incomplete measurement information available for
particular decision- makers. The problems related to  limited resources allocation are
formulated and solved. It is assumed that local controllers have detailed information
essential for particular subsystems, which is aggregated and transmitted to a
coordinator. Then, the amount of information transmitted to and processed by the
coordinator can be significantly decreased. For coordination an elastic constraint is
proposed. It leaves some freedom in taking decision by local controllers, which
receiving only some directions from the coordinator can use its own information better.
Owing to the elastic constraint and assumed information structure it is possible to
partially decompose the calculation and to realize the decentralized control.

Another approach (without the elastic constraint) is used for  a system composed of
interconnected linear static subsystems. It is shown that control strategies using the
elastic constraint are suboptimal. Optimal strategies are found and compared with
suboptimal ones.

Implementability of Regulation and Partial Decoupling of MIMO Plants

R. Gessing

Some problems related with multivariable system, under using matrix transfer function
(MTF) models has been considered.

First, a necessary condition of implementability of regulation of MIMO plant is
formulated. For the plant described by the MTF G(s) with no integrators the condition
detG(0) ≠ 0 is almost obvious but not formulated in literature in this context. The
appropriately normalized determinant determines the independence degree ι introduced
in the paper. For ι close to zero the plant has bad steady state properties. Less obvious
are considerations concerning the plants with integrators.

Second question considered is the partial decoupling of steady states and of fast
transients by means of the matrices Ds and Df  with constant elements. The considered
decoupling of steady states, by means of the constant matrix Ds, consists in retaining the
introduced join gain κ = |detG(0)| of the decoupled plant. The decoupling of fast
transients is based on the observation that smaller relative degree of a TF gives faster
initial changes of its step response. This observation is utilized for decoupling of fast
transients by means of the constant matrix Df. One may suppose that faster initial
reaction on the control of each loop may cause a dynamic decoupling of the stable
system with feedback. It has been noticed that for some plants the constant matrix Dc
causes full decoupling.

Third question is accounting of control saturation. This problem is important for
implementability of the proposed ideas. It becomes that the existence of saturations
usually destroys the decoupling of fast transients. However, it has been shown that by
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the appropriate choice of the values of saturations we may obtain a negligible influence
of some, chosen, only one loop to the remaining loops.

Control Systems Benchmarking and Assesment

M. Błachuta, G. Bialic

Complex systems are comprised of numerous loops which are controlled by local SISO
controllers. The decision to retune or replace any of these controllers should be
preceded by an investigation whether and to what extent this would improve
performance. Such procedure is referred to as benchmarking or control performance
assessment. Most related pieces of research done so far assume MV control as the
performance lower bound.

The main point stressed in the literature is that the system delay d is known to the
process engineer which seems to be too optimistic.

Another disadvantage of MV based benchmark is that it does not take the control
effort into account see fig.1–2. In order to remove this drawback a modified MV
strategy is considered in this paper resulting in the LQG problem.
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Fig. 1.  Realizations of y(t) and u(t) for LQG and PID controllers with the same control
quality (a → a’).
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Since most of control loops in industry are equipped with PID type controllers, it is
interesting to know the distance of their control performance from the best achievable
one. Furthermore, it is interesting to know how the controller settings determined on the
basis of the disturbance characteristics would improve the performance.

The research in this area is directed on development of performance assesment
methods alternative to MV benchmark, and on optimal re-tuning of  industrial
controllers, accounting for disturbance characteristics.

Investigation of Properties of LQG and Predictive Controllers

M. Błachuta, R. Grygiel

The theory of predictive control is widely recognized as a design tool for modern
control algorithms. Although the state-space design of  predictive control has quite a
large literature, there have been still some weak points, particularly when a stochastic
disturbance is present in the system. In the ongoing project, these points have been
clarified to a great extent. New state-space predictive control laws have been derived
that are computationally more efficient and provide better quality than the classical
ones.

Realistic stationary noise models have been incorporated into the design of
predictive controllers within a unified framework basing on receding-horizon LQG
instead of the hitherto used nonstationary models. Set-point following has been
reformulated as a reference model tracing. An alternative approach to digital control of
continuous-time system is being developed that bases on both the continuous-time
model of the system to be controlled and a continuous-time reference model of the
sampled-data system. The proposed method does not exhibit the disadvantages of
prevailing purely discrete-time approach.

Appropriate reference models and their influence on control signal are chosen as
the main design tools, and the results of model-system mismatch are studied extensively
for both delayed and delay free systems.
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Design and Analysis of 2DOF Systems with Fast Control Loops

M. Błachuta

Control systems usualy have two different tasks: reference tracking and disturbance
attenuation. In  standard 1DOF control systems the controller is responsible for both of
them, and very often neither of them is maintained properly. Typically, controller
settings are chosen so as to arrive at accectable transients after step-wise change of the
set-point value, and disturbance characteristics are usually completely ignored. On the
other hand, the controller settings can bo chosen to minimize the variance of  the output
signal but then the transients caused by set-point change can be completely
unsatisfactory. The cure is a 2DOF feedback & feed-forward system where feed-
forward is responsible for reference tracking, while feedback is aimed at attenuation  of
disturbances and minimalization of the effects of model-system mismatch. The control
loop can then be designed in accordance to its own task leading to improved
performance of the entire control system. Although such structure results both from our
approach to LQG systems, and from Dynamic Contraction Method,  the research based
on higher order controllers designed in accordance with plant dynamics is rather
heuristic.

Application of Dynamic Contraction Method in nonlinear system control

R. Czyba, M. Błachuta

The specific interest is application of the Dynamic Contraction Method (DCM) to the
synthesis of a control system for a non-linear object. It is applied to a realistic non-
linear aircraft model F-16. Dynamic properties of an aircraft depend on both its
structure and aerodynamic qualities as well as on the control law applied. Classical
control methods assume that the object dynamics are linear and stationary around
equilibrium. Unfortunately, due to high non-linearities that occur in plant dynamics
such control systems do not function correctly in extreme conditions. Therefore control
of complex objects under changeable conditions needs a special approach to the subject.
A way of the algorithmic solution of this problem is the application of the Localization
Method (LM). The peculiarity of the LM method is the application of the higher order
derivatives jointly with high gain in the control law. The generalization and
development of LM is the Dynamic Contraction Method (DCM) which allows to create
the desired output dynamics for non-linear and non-stationary objects assuming that
information about the system parameters and the external disturbances is incomplete. In
general, the goal of the design of an aircraft control system is to provide decoupling, i.e.
each output should be independently controlled by a single input, and to provide desired
output transients under assumption of incomplete information about varying parameters
of the aircraft model and unknown external disturbances.

Although the Dynamic Contraction Method has been applied to an aircraft model,
an industrial robot, an AC induction motor drive, and can be successfully applied in
other objects, e.g. in automobile industry to design ABS system.
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Jump linear systems

A. Czornik, A. Świerniak

Modern control systems must meet performance requirements and maintain acceptable
behaviour even in the presence of abrupt changes in their dynamics due, for example, to
random abrupt environmental disturbances, changes in subsystems interconnections,
random failures, abrupt changes in the operating point of a non-linear plant etc. This can
be found, for instance, in control of solar thermal receivers, robotic manipulator
systems, aircraft control systems, large flexible structures for space stations (such as
antenna, solar arrays), etc. In some cases the relevant stochastic model may consist of a
set of linear systems with modal transition given by a Markov process. Such systems are
called in the literature jump linear systems. For such systems problems of stability,
stabilizability, controllability, detectability and observability are being considered for
both continuous and discrete time cases. Different concepts of controllabilty have been
already introduced but sometimes they are not suitable to practical applications.
Therefore new concepts of controllability which seem to be more appropriate for
applications are introduced. For these definition of controllability necessary and
sufficient conditions are being found and relationships with other types of
controllability are under consideration. Also connections between controllability and
stabilizability is investigated. Moreover appropriate LQ and LQG problems and their
adaptive versions are being considered. The applications of jump linear systems to
robust and fault tolerant control is also discussed.

The generalized spectral radiuses

A. Czornik, A. Bal

The concepts of joint spectral radius and generalized spectral radius for a family of
matrices were introduced by G. C. Rota and G. Strang in 1960 and rediscovered by I
Daubechies and J. Legarias in 1992. It turns out that the asymptotic behavior of all the
possible products of the matrices of a family (as the number of factors goes to infinity)
is determined by the value of them. In particular, the asymptotic stability is equivalent
to the condition that generalized spectral radius <1 and the existence of switching
strategy that leads to a stable system is equivalent to the condition  that generalized
spectral subradius <1 . We study the asymptotic behavior of all the solutions of a linear
difference equation by studying the asymptotic behavior of the products of the
companion matrices associated to the difference equation and the main tools of our
investigations are different concepts of generalized spectral radiuses.  When the
difference equation has constant coefficients, there is just one constant companion
matrix, everything being easy and well known. In fact, it is sufficient to control the
spectral radius of the companion matrix. On the contrary, when the coefficients are
variable, the companion matrices may be even infinitely many and, in any case, they do
not reduce to one constant matrix. However it appears that a satisfactory stability
analysis may be done by evaluating (or, at least, by approximating sufficiently well) the
appropriate defined spectral radiuses of the family formed by all of the coefficients
matrices. The concepts  of generalized spectral radiuses has been also successfully
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applied in wavelet theory, nonhomogeneous Markov processes, probabilistic automata,
iterated function systems, hysteresis nonlinearities.

Modeling of Unmanned Model-scale Helicopter Dynamics
for Needs of the Simulator

R. Czyba

Model-scale helicopters are popular platforms for unmanned aerial vehicles. The ability
of helicopters to take off and land vertically, to perform hover as well as cruise flight,
and their agility and controllability, make them ideal vehicles for a range of applications
which can take place in a variety of environments. The one of the reasons for simulation
model of helicopter coming into the focus, is that most multivariable control methods
are model-based. For unmanned flight vehicles it is very common to use flight simulator
before real flight tests. It helps to reduce time and costs during the testing phase, and
also is useful for avoidance of possible loss of vehicle.

Investigation describes the process and
results of the dynamic modelling of
a model-scale unmanned helicopter
HIROBO SST-EAGLE2-GS LONG.
The helicopter is a complex nonlinear
MIMO system, with high correlation of
state variables. The simulation model
was developed by using elementary laws
of mechanics and aerodynamics, and
then the model was implemented, using
the parameters of the project helicopter,
in a simulation environment. The main
attribute of a simulator as an effective
tool for controller design is the ability to

produce desired results for a specific application and to operate over the full flight
envelope (forward, rearward and sideward flight, hover, transition from hover to
forward flight, vertical climb) with representative handling qualities. Qualitative tests
show that the model behaves as expected with in the specified flight envelope.

Robust Regulation of Helicopter Model Based on the Highest Derivatives in
Feedback

R. Czyba

Robust regulation of a helicopter model is a problem of both theoretical and practical
interest. The applied model has two degrees of freedom and is treated as
a multivariable system with significant crosscoupling. Dynamic properties of a
controlled helicopter model depend on both its structure and aerodynamic qualities as
well as on the control law applied. The applied method based on two ideas − the use of
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higher order output derivatives jointly with high gain in feedback loop to suppress the
disturbances and varying parameters.
The high gain and ”dynamics” of the controller are
separated by means of the summing junction with set point
signal placed between them. This structure is the
implementation of the model reference control with the
reference model transfer function which is equal to the
inverse of the controller ”dynamics”. It becomes that the
proposed structure and method is insensitive to plant
parameters changes and external disturbances. Experiments
results for tracking a reference signal confirm the
effectiveness of the proposed method and theoretical
expectations.

Translation of Block World Planning in the Presence of Uncertainty to Linear
Programming

A. Gałuszka

STRIPS language is a convenient representation for artificial intelligence planning
problems. There are many different algorithms of state space searching which use
STRIPS representation for planning. Some of them search for a solution through a space
of world-states. Because of a size of this state space it is difficult to generate an optimal
plan for planning instances. Moreover in real world applications knowledge about
environment is incomplete, uncertain and approximate. That is why planning in the
presence of uncertainty is more complex than classical planning. To increase
computational efficiency of planning with uncertainty a transformation to Linear
Programming problem is proposed. Translation to Linear Programming allows reducing
computational complexity of searching for the solution. That is because planning in the
presence of incompleteness is usual at least NP-complete problem, Linear Programming
is polynomial-time complete problem and translation from STRIPS to Linear
Programming is also polynomial. The cost of this approach is that algorithm can results
in non-interpretable solutions for some initial states (what is followed by assumption
N ≠ NP). Simulations that illustrate the reduced problem are implemented in MATLAB.
Keywords: planning with uncertainty, STRIPS language, linear programming,
computational compexity.

Non-cooperative Game Approach to Multi-Robot Planning

A. Gałuszka, A. Świerniak, K. Skrzypczyk

In the research multi-robot environment with STRIPS representation is considered.
Under some assumptions such problems can be modelled as a STRIPS language (for
instance Block World environment) with one initial state and disjunction of goal states.
If STRIPS planning problem is invertible then it is possible to apply machinery for
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planning in the presence of incomplete information to solve the inverted problem and
then to find a solution for the original problem. In the research the planning algorithm
that solves problem described above is proposed and its computational complexity is
analyzed. To make the plan precise non-cooperative strategies are used.

In this research we propose a methodology that solves the problem of plan
generation for robots being in conflict. This methodology joins STRIPS language and
game theory: is based on block world environment, invertability of STRIPS planning
problems, conformant planning and non-cooperative game. The STRIPS domain is
modified according to classical one in such a way that generating conformant plan is
easy meaning a computational complexity. The modification guarantee also that the
plan exists but causes that it is not precise. To precise the plan uses the Nash
equilibrium is proposed.

Graph Representation Of Psychosocial Factors In Chronic Somatic Diseases

A. Gałuszka

Two so-called diseases of civilization were taken into account in this research: arterial
hypertension and neoplasm with bad prognosis. These diseases were explored under
‘psychological’ point of view, i.e. such psychological properties like: hope, anxiety,
meaning of life, coping with stress, different tests of self-esteem and other health
cognitive-emotional processes were explored. Most of these factors describe emotional
sphere of human life. Such kind of data are usually analyzed using different statistical
tests that verify assumed hypothesis. In the case explored in this research data are
special since they are unique in country-scale: over 70 psychosocial factors were
determined for almost 200 patients suffering for serious diseases. Moreover the
dynamic of these disease were taken into account: the data collection has been divided
into 3 stages.

A motivation for this research is to consider all of these unique data. Contribution
of this research is a proposition of graph representation for correlation exploration
between all available data. As it is shown such model can describe differences and
similarities of cognitive-affective processes between diseases.

Identification of ingot-mould thermal resistance in continuous casting of metals

A. Nawrat

One of the most important technological parameter which influences the process of
solidification of the metal in stationary or continuous casting technologies is thermal
resistance of the gap between the mould and ingot. It is developed the inverse technique
for identification of thermal resistance on the base of temperature measurements within
the wall of the mould in the process of continuous casting of metals. Analysed problem
belongs to the group of inverse problems. A research shows the possibility of applying
the least squares adjustment method with a priori data for solving inverse problem of
identification of unknown thermal resistance of gap in the process of continuous
casting. The identification is based on the mathematical model of the process and on the
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results of temperature measurements within
the wall of the mould. To apply the method
the mathematical model of the process has
been evaluated. The finite element method
has been used for evaluation of the
mathematical model of steady-state
temperature field and interphase location in
the analysed process of continuous casting of
metals. In the researches is also considered
the problem of appropriate location of the
sensors for identification of ingot mould
thermal resistance during continuous casting
of metals is the subject of the paper. Location of the sensors is based on the results of
sensitivity analysis for the steady-state inverse heat conduction problem. Validation of
the proposed inverse method is realized by comparison results taken from solution of
inverse and direct problems.

A study of robotic vision methods applied to the molecular docking problem

M. Pacholczyk, D. Bereska

The technique called molecular docking can be regarded as a potential method for
computer aided drug design and optimization. The problem of molecular docking is
usually referred to as a process of finding a proper ligand (in our case a drug molecule)
that fits (geometrically and energetically) a specific region of protein designated as
protein binding site. Such matching should cause particular biochemical response i.e.
viral protein function inhibition.

The problem can be solved using either geometric or energetic approach. In
current paper we consider geometric aspect of molecular docking using methods
derived from the domain of robotic vision.

In order to account for interactions between a protein and a ligand we use
interaction surfaces introduced by H.-J. Bohm. The interaction surfaces represent a
number of biochemical rules governing fundamental types of possible molecular
interactions (i.e. hydrogen bonds or hydrophobic interactions) stored in the form of easy
to use set of geometric constraints. In our approach we assume ligand is a small
molecule without internal degrees of freedom and protein is a rigid immobilized body.
The 3D structure (cartesian coordinates of atoms) of both the ligand and the protein is
considered known and taken form public database of protein structures The
ProteinDataBank (PDB). The location of protein binding site and types of protein-
ligand interactions, used as reference, are obtained thanks to the LIGPLOT software.

As a solution to the problem of finding a correct pose of the ligand in the binding
site we study a robotic vision method called geometric hashing introduced in.
Geometric hashing was previously used in molecular docking domain, however without
using any biochemical model of protein-ligand interaction. The protein and the ligand
were simply considered as arbitrary rigid bodies. Basically the idea of geometric
hashing is to find an object in scene using a database of models of objects. In our case
the scene is understood as protein binding site and the object as a ligand, both
represented as discrete sets of points in 3D space. The geometric hashing algorithm
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consists of consecutive preprocessing and recognition phases. During the preprocessing
phase ligand geometric features of interest are stored in an array called hash-table, while
during the recognition phase the binding site features are matched with the ligand
features in a voting process.

We tested our method trying to reconstruct native binding pose of the SO4 ligand
in 5TIM complex of trypanosomal triosephosphate isomerase structure downloaded
form PDB database. As a measure of binding affinity we use RMS deviation from the
reference pose.
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Fig. 1. The reconstructed pose of SO4 ligand – results obtained with geometric hashing
technique

Computational methods for docking ligands to protein active sites

A. Polański, Z. Starosolski, M. Pacholczyk, A. Owczarek, P. Wolanczyk, M. Kimmel

The aim of this study is identification of parameters of models for computing interaction
binding affinities (energies) between certain chemical molecules. The work plan has the
following elements: (1) Overview the static models for computing energies of ligand-
ligand and protein-ligand interactions. (2) Download, from available databases, data
describing relative positions and conformations of ligands and proteins.  (3) Estimate
parameters of models using suitable optimization methods and hypotheses.

One of the models with which we already have experience is SCORE 1

NROTGAGRfGRfGGG rotlipolipo
ionic

ionic
bondsh
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−
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In the above ∆Gbinding – free energy of the binding, ∆G0 – constant binding energy
connected with loss of rotational and translational entropy of the ligand, ∆Ghb, ∆Gionic
contributions from the ideal hydrogen bond and the ideal ionic bond, ∆Glipo-
contribution from lipophilic  interaction, |Alipo|- lipophilic contact surface, ∆Grot –
reduction of binding energy connected with loss of degree of freedom in the ligand,
NROT – the number of acyclic rotatable bonds in ligand, f(∆R, ∆α) – penalty function,
accounting for deviations ∆R from the ideal length and the ideal angle ∆α of a hydrogen
bond.
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Protein databanks include already around 30,000 protein structures, many of them
complexed with ligands. In our study, we will use a carefully defined subset of these
structures to estimate constants present in energy function such as the one presented
above. The idea is to find constants, which result in docking solutions as close as
possible to those listed in the databanks.

We will collaborate with chemists from the Silesian University.

SVD as a tool for pattern discovery in gene expression data

K. Simek

Singular Value Decomposition (SVD) is a matrix factorization known from linear
vector algebra, which reveals many important properties of a matrix. It is a standard tool
in many areas of physical sciences, and many algorithms in matrix algebra make use of
SVD. Recently, gene expression data have been analyzed using SVD. In gene
expression analysis the principal aim of application of SVD is to detect and extract
internal structure existing in the data and corresponding to important relationships
between expression of different genes. The most important feature of SVD which
predisposes it to be used to the analysis of microarray data is, in many cases, existance
of meaningful biological interpretation of the characteristic modes obtained from
decomposition of gene expression matrix.

In the clustering literature, SVD is sometimes applied to reduce dimensionality of
the data set prior to clustering.. Since characteristic modes are uncorrelated and ordered,
the first few that are the most significant and reflecting most of data variation are
usually used in cluster analysis. The proposed approach differs from that known from
the literature, where characteristic mode coefficients (gene coefficient vectors), are used
for clustering instead of original variables. Here SVD is applied in order to select a set
of original genes and then use them for samples  clustering by one of standard
algorithms.

The proposed gene selection algorithm inspects gene coefficient vectors
corresponding to the set of the most significant characteristic modes. Each coefficient is
compared to the threshold value, the meaning of which is similar to a 3σ statistical
significance cutoff. If the magnitude of the element is greater than the threshold, the
corresponding gene is selected to the clustering set. Variation of the threshold value
gives possibility of changing a number of selected genes. In the result we obtain a set of
genes having patterns 'similar' to the dominant modes.

The method was succesfully applied to the analysis of several different sets of
biological gene expression data aquired in the Comprehensive Cancer Centre Maria
Skłodowska-Curie Memorial Institute Branch Gliwice, Poland, using Affymetrix
Human Genome U133A arrays.
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ROBOT CONTROL SYSTEMS

Researches on robot motion and path planning

A. Babiarz

Robot path planning is one of the most difficult task that scientists want to solve. The
path may be modeling with straight line or piecewise polynomials of various order. The
most popular task is to find collision-free path.  The higher robot’s degree of freedom is
the more difficult task will be. The solution it can be find using probabilistic method.
The first of them is Probabilistic Roadmap (PRM), the second is Rapidly-exploring
random trees (RRT). The method can be use to find solution of manipulator robot and
biped robot.

For example the biped robot has 17 degrees of freedom (kinematics bases on
human kinematics). The solution of inverse kinematics is impossible to compute. Then
the solution may be computed using probabilistic methods and sensor system which
detects collision in workspace. The another task is stabilization of gait and description
of walk’s pattern. The sensor system should recognize sort of ground. This information
allows to path planning in different surrounding environment.

Research on colour image processing

D. Bereska, H. Palus

Colour image processing has a history going back over 30 years but such systems have
been undeveloped in the past. Research in this field required high performance
computers, colour cameras, special framegrabbers and colour monitors. Binary and
grey-level image processing were therefore much easy. Nowadays, the role of colour in
image processing cannot be understated. The situation in many subtopics of image
processing has changed: colour images are commonplace and monochromatic images
are rather exceptional.

Our research concentrates on the following low-level colour image processing
problems: acquisition of high-quality colour images, representations of colour images in
different colour spaces, pre-processing methods (edge preserving filters, colour
quantization etc.), colour image segmentation techniques and evaluation of
segmentation results. In practise there does not exist an ideal colour space for all stages
of image processing process. The decision on which colour space to use depends on
given task.

We investigated the properties of HSI perceptual colour space. The HSI colour
solid was visualised and the number of colour points in horizontal sections through this
solid was calculated. The knowledge about a structure of colour space can be helpful for
improvement of procedures in low-level stage of colour image processing and
recognition e.g. colour image segmentation. We reviewed also different standard RGB
colour spaces on the background of device-dependent RGB colour space and observed
some limitations of standards. Experiments with images of Gretag Macbeth
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ColorChecker Chart (Fig.1) acquired by the digital still camera were conducted. The
knowledge of colour gamut of digital camera was very important for determining the
colour transformation from RGB to CIELAB. In experiments the reference data for
colours was the CIELAB components measured by spectrophotometer.

Fig. 1. ColorChecker Chart from Gretag Macbeth.

Higher colour reproduction accuracy in case of using the sRGB colour space was
shown. New colour-difference formulae CIE94 and CIEDE2000 have been proved
successful in evaluating colour reproduction accuracy.

Colour image segmentation plays an important role in many applications e.g. object
recognition, image compression, content based image retrieval etc. An error in this
process will be propagated further. The goal of colour image segmentation is to identify
homogeneous regions in colour image that represent objects or meaningful parts of
objects present in a scene. One of simplest methods of colour image segmentation is
thresholding of image. The thresholds are defined as results of analysis of histograms of
colour components. In the case of using HSI colour space a hue histogram plays the
special role. Sometimes the hue histogram shows colours that do not appear in the
image and it is not fit for analysis of histogram for the purpose of location of thresholds.
This histogram needs any correction based on the expansion of the idea of achromatic
pixels in quasi-achromatic pixels direction. We have proposed a set of additional IF-
THEN rules, which link intensity and saturation together for quasi-achromatic pixels
and generate corrected hue histogram.

We developed also new algorithms from two main classes of segmentation
techniques: pixel-based techniques and region-based techniques. Clustering in image
processing is the grouping together of pixels from an image, depending the calculated
similarity between them. Clustering can be often defined as an unsupervised
classification of pixels. The image data is clustered in three-dimensional colour space
(usually RGB). Many colour clustering techniques have been proposed in the past. We
shortly describe here three classical and two less popular clustering techniques suitable
for segmenting of colour images. All these techniques are iterative. We asserted that
evaluation functions VM and Q could be very helpful in search of best segmentation
results during clustering process. Additional criterion for the choice of clustering
technique can be the time of computing: from fast k-means to slow cluster merging
technique. We observed that the postprocessing stage is very important for the
segmentation results.
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During last years we are developing an original region-based segmentation
technique for colour images. This technique is based on the concept of region growing
without seeds and, in postprocessing process, on a small regions removal by region
merging. Experimental results of proposed segmentation technique are good. We tested
our technique working in different colour spaces (RGB, CIELAB and HSI). An
additional region merging procedure removes oversegmentation results and small
highlights. Majority of colour segmentation techniques uses several control parameters,
e.g. a number of clusters in clustering techniques or some values of thresholds in
region-based segmentation. These parameters should be adjusted to obtain optimal
image segmentation. The choice of values of parameters is non-trivial task. This
segmentation technique was also used in process of grey-scale segmentation of the
comet assay images. The comet tail and head were successfully extracted.

The segmentation results are strongly determined by a control parameters:
threshold d, which limits the value of homogeneity criterion and threshold A, which
defines an area of small region used in postprocessing (Fig.2). During this merging
process each region with a number of pixels below A is merged into a region with a
larger area if the homogeneity criterion is fulfilled. After the merging, a new mean
colour of region is calculated and the labels of pixels belonging to a region are
modified. Experimental investigations of presented segmentation technique were
performed using F and Q evaluation functions. The idea of using this kind of functions
can be formulate as: the lower is the value of F or Q, the better is the segmentation
result. If quantitative evaluation function of segmentation results is applied then a
choice of values of parameters is simpler. The segmented images can be further
postprocessed e.g. by removing small regions that are usually not significant in further
stages of image processing.

    

Fig. 2. Example of segmentation results in RGB colour space for image
Peppers: original image (left), parameter value:  d=30 (middle),  parameter
values:  d=60, A=500 (right).

In the case of noisy images, we propose the different filters that can be applied as pre-
processing stage for colour image segmentation. Next we address the problem of
performance of preprocessing before colour image segmentation. Our interests are
limited to nonlinear colour filters working in the spatial domain. Most often comparing
such filters is based on calculation of different quality factors (e.g. PSNR, NCD etc.).
Our main idea here is to use an evaluation function, coming from research on
segmentation, to evaluate the performance of preprocessing. The experiments were
realized using both original and noisy images corrupted by Gaussian and impulsive
noise.
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Last topic of our research in the field of colour image processing is based on the
concept of colourfulness. Colourfulness of the image is main attribute for image quality
assessment. We have shown different methods of defining and computing of
colorfulness of the image. All experiments have been carried out on the set of natural
color images with different perceptual colorfulness. We have tested the images using
simple colorfulness estimate based on statistical parameters of the pixel cloud along
red-green and yellow-blue axes. During image processing the colorfulness of the image
can be changed: by increasing after color enhancement or by decreasing after image
compression. Sometimes the colorfulness of the image should be invariant. We have
presented it on examples, which show that the colorfulness can be useful for evaluating
the color quantization algorithms beside such traditional performance functions as
RMSE and ∆E. Based on these experiments, we can formulate more general conclusion:
concepts coming from colour science can effectively applied in colour image
processing.

Colour and hyperspectral images contour detection

R. Bieda

Edge detection is a very important process in vision systems to use for image
understanding and scene analysis by either computer-based systems or men.
Determination of object boundaries is important in many areas such as medical imaging
(X-ray image analysis, computer tomography, mammography), dactyloscopy, quality
control, photogrammetry (analysis of satellite and aerial pictures) and intelligent robotic
systems (visual systems for object recognition and classification).

Edges in grey-level images can by thought of as pixel locations of abrupt grey-level
change. A change in the image function can be described by a gradient that point in the
direction of the largest growth of the image function.

The research concentrates on the following low-level m-channels image processing
problems based on edge and contour objects detection.

Fig. 1. Example of colour images witch three channels and hyperspectral cube image
with 224 –channels.
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While edge detection in grey-level images is a well-established area, edge detection in
colour (e.g. in RGB space m=3) and hyperspectral (e.g. in AVIRIS data m=224) images
has not received the same attention. The fundamental difference between
colour/hyperspectral images and grey-level images is that, in a colour/hyperspectral
image, a m-components vector is assigned to a pixel, while a scalar grey-level is
assigned is a pixel of a grey level image.

The aim of the methods of image contour detection is the information which will
be used in segmentation process or object recognition. Current research is focused on
tested method based on kernel end spectral-pattern edge detection.

Fig. 2. Example of gradient map and contour of colour image (top row), and gradient
map of hyperspectral images for 190-channel with Triangular kernel and 55-channel for
Gaussian kernel (bottom row).

Research on modelling, planning and simulation of robot manipulator movement

T. Szkodny

The fundamental problems of robotics are concentrating in following topics:
- modelling of robot manipulator movement,
- planning trajectories of manipulator,
- simulation robot movement and control,
- control of robots.

These problems are solving for robots located in laboratory of Robotics and Discrete
Events Automation Group. Mathematical models of movements of these robots were
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developed. Based on these models, the motion planning algorithms for some
manipulators were obtained. The description of motion planning algorithm designed for
the IRb-6 manipulator is presented below.

The design of motion planning algorithms bases on formulas, which are solutions
of an inverse problem of manipulator kinematics. The natural coordinates correspond to
the reference trajectory of manipulation object described in the Cartesian space of robot.
The planning algorithms calculate the natural coordinates of actuators using data from a
tier of reference trajectory computations, which is an element of the functional structure
of an intelligent robot control system. These algorithms are  indispensable for
programming tools, which connecting a vision tier with a drive control tier.

Author has designed the PLAN2, the program based on motion planning algorithm
for a series of IRb-6 manipulator tasks. The reference Cartesian coordinates of the
points through which a planned trajectory will pass, will be called main fulcrums.
Planning requires a preliminary description of the trajectory, in the form of values of
Cartesian coordinates at least two main fulcrums, optionally distant from each other. In
case of a kinematics singularity occurrence, the PLAN2 algorithm announce the state,
gives the values of acceptable natural coordinates for the links, and asks the user which
of the given values are to be accepted. The PLAN2 algorithm calculates additional
fulcrums for either defined or non-defined kinematics between the successive fulcrums.

The algorithm for defined kinematics contains four basic segments; the
computations from there are transmitted to 22 ancillary segments. The basic segments
are: the master segment, the ROZ1 segment, the ROZ2 segment, and the ROZ3
segment. To simplify the description, the following abbreviations will be used: MRF -
main fulcrum and AFP - additional fulcrum.

After starting, the PLAN2 algorithm asks about the l6 and λ6 parameters, which
described the task. Then, it asks about the number MP (≤50), Cartesian coordinates and
reference parameter T for the consecutive MFP, and whether the consecutive MFP
orientation is defined. If the orientation is defined, the algorithm asks if it is computed.
If so, the next question is which coordinate system is used: Cartesian, cylindrical or
spherical. After setting required coordinate system, z-y-z Euler angles are computed,
describing the orientation of a given MFP. If the defined orientation is not computed, a
question about MFP Euler angles appears. For a non-defined MFP orientation, the Ψref

angle is being set arbitrarily. The Φref and Θref angles are calculated from the xref, yref,
zref Cartesian coordinates.

For the so computed xref, yref, zref, Φref, Θref, Ψref Cartesian coordinates, describing
the consecutive MFP, the algorithm calculates the Tref matrix, checks whether the key
equation is satisfied, and computes Θ'

1÷Θ'
5 natural coordinates from the formulas,

which are an analytic solution of an inverse problem of kinematics. Then, the algorithm
asks about a coordinate system describing the shape of a trajectory segment between the
consecutive MFPs. For a rectilinear system, a Cartesian coordinate should be chosen;
for a curvilinear segment, either a cylindrical or a spherical system should be chosen.
Next algorithm asks about the discretization step ∆T along the present reference
trajectory segment. After the shape and discretization step along each segment between
the consecutive MFPs have been defined, the algorithm asks about the admissible DP
error of position and the DF error of orientation. If an optional task orientation was set
earlier, the algorithm arbitrarily accepts DF=360°.
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Fig. 4. PLAN2 algorithm block diagram (part 1).
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Fig. 4. PLAN2 algorithm block diagram (part 2).
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Next, the algorithm asks about kind of trajectory planning, which may be set as: free,
rough or accurate. When either rough or accurate planning has been set, a question
about an admissible DFW error of orientation is formulated. This parameter is necessary
for the manipulator internal space discretization. For a free planning, the algorithm
computes the AFP Cartesian coordinates coming from the pre-set DP, DF and step ∆T,
which ensure the declared shape of the trajectory segment in Cartesian space.

For a rough or accurate planning, the algorithm computes two groups of fulcrums:
additional external fulcrums and additional internal fulcrums. The additional external
fulcrums are computed in the same way as in the case of trajectory free planning, and
will be denoted as before, using the abbreviation AFP. Additional internal fulcrums
result from the division of actuator natural coordinates (within ranges corresponding to
consecutive AFPs) and are denoted using the abbreviation AIFP. Each range of actuator
natural coordinates corresponding to consecutive AFPs is divided into N+1 parts. For a
rough planning the number N results from the minimal angular ratio orientation errors.
For an accurate planning the number results from the longest effective radius of task
displacement in Cartesian space.

The final result of the algorithm is to generate sets describing all manipulator
internal and Cartesian coordinates. Figure illustrates a block diagram of the PLAN2
algorithm for the defined kinematics of the task reference trajectory.

Fig. 5. The graphic model of experimental robot.

This algorithm has been implemented partially to control system of experimental robot.
Implementation allows to reach by experimental robot points, which were determined
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by optical measurements. Ones allows on straight line movement of the experimental
robot task.

To simulation of movement and control of these robots the graphic model was
designed. The model was worked in Simulink integrated with Matlab and it is in Fig.5
presented. The graphic model contains mathematical models of kinematics and
dynamics of manipulators, models of motors, servos, master and slave controllers. The
kinematics models describe a movement of links and a movement of chosen elements
transmitting drive and motors. In this model the friction moments and distribution mass
of following elements: links, chosen elements of transmitting drive, gripper,
manipulation object and motors are taking into consideration. Closed form of
kinematics and dynamics coefficients was obtained using Symbolic Toolbox Math. The
motors model describes voltages, currents and drive torques. The graphic model
contains the mathematical model of servo controllers and power amplifiers too. The
simulation programs in C were obtained automatically from the graphic model, by
means of the Real Time Workshop extension of Simulink. With the aid of the extension
Real Time Workshop we may automatically create also a source code for the simulation
program in the assembler of various processors.

Methods for simplifications of manipulator dynamic models were developed. The
methods based on research on the sensitivity mass forces to mass parameters, which
appear in closed form of dynamics equations.

Now the laboratory stations containing four Robix Robot are preparing to teaching
of planning trajectories in Cartesian Space. These robots will allow illustrate algorithms
designing of the solving methods of direct and inverse kinematics problems, and
implementation of this algorithms in robot program environment.

Microcomputer system for preventive maintenance of industrial ventilators

A. Staszulonek

There are hundreds of thousands industrial ventilators working globally in a continuous
mode. They are frequently used in the processes where undisrupted air or other gases
transportation is critical for plant or process functioning. Almost always these
ventilators work completely unsupervised or at best are periodically checked with the
professional, portable equipment. This happens usually when noticeable malfunctioning
occurs.  Frequency of this checkup is thus very seldom and usually too late to prevent
significant damage of the equipment. Test and measurement equipment used for this
checkup is highly expensive and requires qualified personnel to install, carry diagnostic
tests and interpret the test results. All this results in high repair cost, extended process
breakdown time and related financial losses.

To eliminate these problem a continuous, predictive maintenance of industrial
ventilators should be applied. To implement this innovative idea a dedicated
microcomputers system has been developed. The block diagram of this system is
presented on the figure below (Fig.1.).

The system is furnished with the set of sensors measures relevant parameters, like
vibrations, noise, current, voltage, temperature, pressure, flow or other values depending
on the application. Data is processed on site, machine state indicators are calculated and
the results transferred to the local workstation. Machine state indicators are transferred
to the preventive maintenance database server. Data are analyzed by the diagnostic
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software, machine failures are predicted and warnings are communicated to the
appropriate persons and systems. Machine state indicators are archived for future use.

The Fast Fourier Transformation (FFT) is performed by the system onsite and the
results are transmitted to the monitoring station. All the results can be viewed there. The
sample result presenting the acceleration and FFT results is presented on the figure
below (Fig.2).

Fig. 1. Block diagram of the diagnostic system.

Fig. 2. FFT analysis of vibrations - sample result.
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All the data generated by the system are stored at the database for the analytical
purposes. The structure of the database is presented below.

Fig. 3. Components of predictive maintenance database.

Based on these data a forecast process generating the predictive maintenance curve is
carried out. The state of the equipment and the time of recommended maintenance
action are resulting from this curve.

Fig. 4. Predictive maintenance curve.
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In case of rapid deterioration of any of the monitored parameters the alarm messages are
distributed over the Internet to the appropriate recipients like: owner’s tech support,
external tech support, manufacturer and any other person or unit indicated.

Hardware structure of advanced robot control system

A. Staszulonek

Between the basic requirements set on advanced robot control systems one can mention
the following:

• High precision of robot arm positioning and tracking,
• High speed of motion,
• Rich set of interfaces to the sensory systems,
• Trajectory repeatability in the presence of various disturbances,
• Simple design and maintenance,
• High reliability,
• Lack of overshoots during the transient processes.

Last of the above mentioned requirements is critical. Due to these requirements the
robot control system has to perform simultaneously and in real time large number of
tasks. Between these tasks are following: desired trajectory planning and generation in
presence of variable work space, elimination of inertial cross couplings, acquisition and
processing of sensory information, control of multiple degree of freedom
servomechanisms, robot motion visualization and general system monitoring. These
tasks represent significant computational load and by far exceed the power of single
processor. Due to the nature of the calculations performed robot control system's task
can be classified into group performing the floating point operations and, the group
performing the integer calculations. For the above-mentioned reason the robot control
system can be divided into two dedicated subsystems. First of these subsystems is
loaded with task planning, decomposing and execution supervision. The output from
this subsystem is the desired robot trajectory specified as the point-to-point or
continuous motion. In the first case one has to deal with the set point control problem
while in the second with the tracking problem. For both cases the methods the methods
used to solve the problem differ significantly. Second of the above mentioned
subsystems, in a way subordinate to the first is the one whose task is the execution of
the generated trajectory. It usually consists of one or more dedicated computers,
controlling each of the manipulator's servomechanisms. The figure below presents the
hierarchical, multilevel, multiprocessor hardware structure of advanced robot controller
reflecting the task assignment between the two subsystems. Presented structure
incorporates two single board computers: MVME2604 and MVME162 cooperating
over the standard VME bus. Each of these computers has the set of interfaces and
peripheral devices appropriate for the performed tasks. The information exchange
between both computers (and subsystems) is carried out via the shared area of system
memory. The access to this memory is coordinated by an appropriate set of semaphores.
At the upper, supervisory level of the system the RISC processor based machine
MVME2604 has been applied. The particular tasks performed at this level are: desired
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trajectory generation, reverse kinematics problem solution, pseudoinertial matrix
calculation, inertial decoupling, motion visualization, system monitoring and robot
program storing. This level of the controller is provided with SCSI CD-ROM and Hard
disk to enable easy system software installation and storage of the application software.
The operator communicates with the system via the SVGA monitor connected to
MPMC graphic card, standard keyboard and mouse. The users access the system via the
local area network Ethernet. This level is controlled by the AIX R4.3 operating system.

The software development is carried on with the C++ programming language,
while as the graphic environment the X-Windows system is used.

Embedded computer MVME162 has been applied at the lower level of system. Its
major tasks are: servomechanisms control and sensory data acquisition. To increase the
speed of system, the calculations at this level are mostly performed on the integer
numbers.

All activities of the system at this level are interrupt driven. Due to the high data
sampling rate required, the computational load at this level is very high. In particular,
high sampling rates are required for manipulator links position and velocity acquisition.
This justifies the necessity of multiprocessor structure of the whole system.

Fig.1. Hardware structure of robot control system.

To achieve high sampling rate, the embedded controller at the trajectory execution level
has been provided with six dedicated servocontrollers based on specialized motion
controllers LM628 organized into three Industry Pack standard modules. Real time
operating system VxWorks is responsible for the system coordination at this level. The
application software for the trajectory execution level is created in assembly language,
high-level C, and object C++.
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The development process is carried on in the Tornado and Windows environment
on common PC computer. The communication between development system and
embedded controller is carried on via the Ethernet. Additionally the terminal can be
connected directly to the embedded controller. This terminal can be used as the low-
level system console, displaying various information concerning the task performed and
current trajectory execution.

GRADUATE COURSES

• Control theory (lectures, classroom exercises, laboratories), Polish, English,
• Optimization theory (lectures, classroom exercises, laboratories), Polish, English,
• Pattern recognition (lectures, classroom exercises, laboratories), Polish, English,
• Introduction to system dynamics (lecture, classroom exercises), Polish, English,
• Quality Control (lecture, laboratories), Polish, English,
• Probability theory and mathematical statistics (lectures, classroom exercises),

Polish, English,
• Artificial intelligence for robots (lectures, laboratories), Polish,
• CAD of control systems (lectures, laboratories, project), Polish,
• Control and estimation in uncertain environment (lectures, laboratories), Polish,
• Control of large - scale systems (lecture, classroom exercises, laboratories), Polish,
• Object programming (lecture, laboratories), Polish,
• Internet technologies (projects), Polish,
• Modelling and Simulation (lecture, laboratories), Polish,
• Foundations of Robotics (lectures, classroom exercises, laboratories), Polish,
• Manipulator Systems (lectures, classroom exercises, laboratories), Polish
• Power Transmission Systems and Industrial Robots (lectures, classroom exercises,

laboratories), Polish,
• Robot Control Systems (laboratories), Polish.

LABORATORY AND RESEARCH EQUIPMENT

Helicopter Model.

Helicopter model is a laboratory and research station manufactured by TQ International
in cooperation with Humusoft. The model, with two degrees of freedom, is moved by
two propellers (main and side)  driven by DC engines, (photo below). Its configuration
enables control by a PC computer. It is equipped with the software interface enabling
real-time control from Matlab.

The plant provides a wealth of control system design and analysis features that
make it very useful for education and research purposes. The mathematical model of the
helicopter exhibits natural nonlinearitiy, instability and significant cross-coupling
between two control channels. The range of possible experiments covers such areas as
dynamical systems study, derivation of the mathematical model, linearization,
simplification, identification, state feedback design, decoupling, robustness analysis and
design etc.
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During the experiments in the
Department the system was
enriched with additional software
for Matlab and Simulink that
enable solving some problems of
controllers design and control
system analysis as well as
simulating closed loop or open loop
systems or their elements. The
figure below presents the Simulink
block diagram of the helicopter
model with two PID controllers
driving its main and side
propellers.

Simulink block diagram of the helicopter model with two PID controllers

Coupled Tank Apparatus

The Coupled Tank Apparatus is a
laboratory station designed for the
theoretical study and practical
investigation of basic and advanced
control engineering principles. It relates
specifically to fluid transport and liquid
level control problems as they would
typically occur in process control
industries. It may also, however, be used
as a practical introduction to the design,
operation and application of control
systems in general.

The system configuration for the Coupled Tank Apparatus is shown in the figure. The
Unit is shown adjacent to a CE122 Controller and an IBM compatible PC.
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The station provides a safe, adaptable and self-contained facility for students of control
engineering so that they may practically investigate and compare a wide range of
functional control system configuration using analogue and/or digital techniques. The
scope and content of performed experiments  correspond with the usual development
sequence used in industry.  Starting with the calibration of transducers and actuators,
leading to static characteristics and dynamical response testing and, finally, controller
design. Full access to the sensors actuators and power supplies is provided. In this way
it is also possible to make use of any other available laboratory instrumentation, such as
oscilloscopes, plotters, etc.

Magnetic levitation system

Magnetic levitation system (MLS) is a
complex system manufactured by Feedback
Corporation. It contains Magnetic Levitation
Unit 33-210 (electromagnet, photo-sensor axis,
analog controller and power adapter), analog
interface, I/O pc-card and software: procedures
and main control program implemented in
Matlab environment. MLS contains module:
Real Task Kernel which collect data in real-
time. Full access to the sensors actuators is
available. It has real and safe facility for
students of control theory and practice

engineering.

The main purpose of MLS is to control the vertical position of iron ball in
electromagnetic field. The mathematical model of phenomena magnetic levitation is
based on the basics equations of physics and mechanics. The dynamic behavior of MLS
is modeled by differential equations. It presents non-linearity and it is naturally
unstable. It is possible to change all the parameters of mathematical model for the
research purpose MLS permits different type of control algorithms to be investigated.
The possible tasks approach such problems as state feedback control, mathematics
model identification, linearization, simplification, etc.

Digital Pendulum System

Pendulum model is a laboratory and research station designed for theoretical  study and
practical investigation of non-linear system that has complex dynamic behavior and
creates serious control problem. The pendulum - cart set-up consist of a pole mounted
on a cart in such a way that the pole can swing only in the vertical plane. The cart is
driven by a DC motor (photo below). Its configuration enables control by an IBM PC
computer.
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A wealth of control system design and
analysis features that the plant
provides, make it very useful for
education and research problems. The
cart - pendulum model shows the
natural nonlinearity and instability that
make it very difficult for control. It also
provides wide range of possible
investigations such as derivation of the
mathematical model, linearization,
simplification, identification, dynamic
system analysis and design. Included
external DLL library interface makes

the system architecture open and allows a user to modify  and change implemented
control algorithms.

Laboratory Setup for Examining Mobile Robots Navigation Problems

The laboratory setup consists of two miniature laboratory, mobile robots Khepera and
the model of a complex structured, human made workspace. The robots are controlled
by the PC computer with the use of serial communication protocol RS232.  The robots
are miniature, differentially driven platforms equipped with infra red proximity sensors
and with optical encoders associated with each of two DC motors. The robots reflects
all the features of real, large dimensional mobile robots.

The setup so far, has been exploited for developing and testing algorithms for multi
robot coordination based on elements of the Theory of Games. The example is the
algorithm of  an exploration of complex structured office like environment by the two
mobile robots, that was designed and verified with  the use of presented setup.

The setup provides a wealth of multi robot motion planning algorithms design and
analysis features that make it very useful tool for the research purposes. All the
algorithms can be easily applied in the MATLAB environment, what makes it  also ideal
for an education.

(a) (b)
The model of the office like workspace (a) and two mobile robots (b)
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Mobile robot systems

The laboratory is equipped with two Khepera robots, two sets of LEGO MindStorms -
Robotic Invention System, two colour CCD cameras, ultrasound and IR sensors, six
soccer robots. We also have special development tools like MPLAB ICE 2000, MPLAB
ICD 2 Debugger and dsPIC Development Board.

MPLAB ICE 2000 is a full-featured emulator system providing full speed (up to 25
MHz) emulation, low voltage operation, 32K by 128-bit trace, and up to 65,535
breakpoints. It is small, portable and lightweight. Interchangeable processor modules
allow the system to be easily configured to emulate different processors. Complex
triggering provides sophisticated trace analysis and precision breakpoints. The trace
analyzer captures real-time execution addresses, opcodes and read/writes of external
data. It also traces all file register RAM usage showing internal addresses and data
values, as well as all accesses to special function registers, including I/O, timers and
peripherals. Triggers and breakpoints can be set on single events, multiple events and
sequences of events. The MPLAB ICE 2000 analyzer is fully transparent and does not
require halting the processor to view the trace.

MPLAB ICD 2 is a low cost, real-time debugger and programmer for selected
PICmicro® MCUs. Using Microchip Technology's proprietary In-Circuit Debug
functions, programs can be downloaded, executed in real time and examined in detail
using the debug functions of MPLAB. Watch variables and breakpoints can be set from
symbolic labels in C or assembly source code, and single stepping can be done through
C source line, assembly code level, or from a mixed C source and generated assembly
level listing. MPLAB ICD 2 can also be used as a development programmer for
supported PICmicro MCUs.

The dsPIC® Digital Signal Controller (DSC) from Microchip is a powerful 16-bit
(data) modified Harvard RISC machine that combines the control advantages of a high-
performance 16-bit microcontroller (MCU) with the high computation speed of a fully
implemented digital signal processor (DSP) to produce a tightly coupled single-chip
single-instruction stream solution for embedded systems design.

The system is used for research in such areas as: trajectory planning, collision
avoidance, on-line control in Cartesian coordinates, vision based control, autonomous
mobile robot systems etc.

Khepera and LEGO Mindstorms robots
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QTeam soccer robots and dsPIC (Microchip) development tool

Our proto board and Turtle robot equipped in wireless color camera

Block World

Within the laboratory “Artificial Intelligence in Robotics” classical problems of
planning robot tasks are investigated. Part class of these problems can be represented by
so called Block World environment (see figure). The environment is modelled by
classical for AI methods language - STRIPS system. This environment today stated as
an experimentation benchmark for planning algorithms. Also more realistic situations
can be presented as Block World problems, where moving blocks corresponds to
moving different objects like packages, trucks and planes. The case of Block World
problem where the table has a limited capacity corresponds to a container-loading
problem. The tools that deals with Block World was developed using MATLAB
software and PROLOG language.

Block world environment with one initial state and disjunction of goal states.
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Laboratory Setup for automatic control of UAV (Unmanned Arial Vehicle)

The laboratory setup consists of physical
helicopter based on the Hirobo SST EAGLE2-GS
Long Tail model. Helicopter is fixed to the
helicopter stand which allows to perform tests
inside the laboratory. It is controlled manually
through the radio line. Naturally it can be also
controlled by the PC computer with the use of
serial communication protocol RS232 and the
wireless radio line.  Build in hardware-software
platform is equipped with Novatel GPS - OEM4
G2L-RT20W with GPS-512 antenna, laser and
ultrasound altimeter and AHRS system based on the MEMS Technology (3 gyros and 3
accelerometers).

On the ground of the rich theoretical
experience of the group and practical
experience in the field of constructing
electronically controlled systems of mobile
robots, it is build automatic control system
of the flying object (helicopter model,
airplane model). For this purpose new
control algorithms robust for random
disturbances (abrupt and unpredictable
wind blows) are designed. Moreover the
experience of the group in image
processing is used to construct active

image canvassing system for the flying object, which can be applied together with the
automatic control system for realization of the two tasks. The first is on line building of
three dimensional ground maps. The second one is searching objects in the urban terrain
(feature of the searching object are transmitted from the ground basis to the UAV, when
the UAV is already in the air (flying mission)) and following it. The information about
the localization and direction of relocation of the searching object has to be transmitted
to the ground basis. Vision system is based on the FPGA matrices. By the research
group it was constructed and designed the ultra light vision acquisition platform, which
is operated by human observer head movements.

Software

The group is equipped with educational licenses of basic programming tools, such as
Pascal, C++ etc. However, the main research activities as well as teaching courses, are
supported by the specialized programs for engineering and scientific calculations:

Matlab + toolboxes + Simulink (research and educational licenses). Matlab,
elaborated by  Math Works Inc., is a specialized software for engineering and scientific
computation. It can be enriched with additional toolboxes (control, identification, neural
networks, optimization, symbolic calculations etc.) for solving specialized problems.  It
can also be equipped with Simulink - a package for real - time simulation,
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dSPACE – (research license) is a complete software/hardware environment for
developing of  real time control systems and real time simulation. It is equipped with
complete experimental environment with optimal connetion to Matlab/Simulink and
MatrixX,

MATRIXX (research licence). MATRIXX is a sophisticated simulation
environment that can be used to model dynamic systems. It handles continuous,
discrete, linear, or nonlinear  systems,

Mathematica  (research license). Mathematica was elaborated by Wolfram
Research Inc. It is a specialized software for scientific computation,

PSI  (educational license) elaborated by Boza Automatizirung. PSI is a specialized
program for simulation of nonlinear continuous and discrete systems,

CC (research and educational license) elaborated by P.M.Thompson, Systems
Technology Inc.. CC is a software package for analysis and design of linear control
systems,

S-plus – (research license) is a professional statistical software package suitable for
acquisition and manipulation of large data sets, as well as performing all kinds of
statistical tests and analyses,

Visual.NET (MSDN Academic Alliance) – is a fully development environment for
building application for PC computers using C, C++ and C# languages. Visual.NET is a
product of Microsoft,

MPLAB – is a professional IDE (Integrated Development Environment) for
application development using C or Assembler languages for PIC microcontrollers.
MPLAB is a product of Microchip Inc.,

CCS – is a complete software environment for developing control programs in C
language for Microchip’s PIC (12,14,16 bit) microcontrollers. CCS is product of CCS
Inc.

Industrial Robotics Research Laboratory

An advanced robot control systems research and development laboratory has been
created at the RDEA Group during recent years.

The experimental setup consists of the following components:
- the kinematic and mechanic structure of robot IRb-6,
- advanced, multilevel robot control system,
- X Windows graphic environment,
- VxWorks real time operating system,
- application software under development.

The advanced robot control system for robotic research has been entirely designed and
implemented of the RDEA Group. The sensorial part of IRb-6 system has been
modified according to the design.

An innovative approach to the problems of servocontrol, trajectory generation and
robot programming language has been adopted. This approach results in the unique,
high quality control software. The simplified block diagram of the experimental system
is presented on the figure below.

A variety of research works can be carried out at this laboratory. Among these
works one can mention the investigations in the following areas:

- servomechanisms control algorithms,
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- robot programming languages,
- task planning and decomposition,
- trajectory generation,
- inertial decoupling,
- vision systems,
- sensor information processing.

The laboratory of robot control systems is accessible for researchers active in the above
mentioned areas and for the industrial engineers who wish to become familiar with the
most advanced microcomputer control systems technology.

Direct cooperation with other research groups

1. Cooperation with the Novosybirsk State Technical University, Russia, concerns
control law synthesis for continuous dynamic systems based on localization and
dynamic contraction methods,

2. Cooperation with L’Universite de Montreal, Canada, concerns the problem of robust
control of complex uncertain  systems with Markov jumps,

3. Cooperation with L’Universite de Montreal, Canada, concerns the problem of using
FPGA matrices to image acquisition.

4. Cooperation with the Nottingham Trent University, Department of Computing,
Real-Time Telemetry Systems Group concerns city traffic flows simulation and
control,

5. Cooperation with Department of Statistics, Rice University, Houston concerns
modeling and control of cancer cell population,
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6. Cooperation with Baylor College of Medicine, Houston, USA concerns,
7. Cooperation with A/O ASIF Research  Institute in Davos concerns modeling and

control in biomedical systems,
8. Cooperation with Baylor College of Medicine, University of Texas, School of

Public Health, Human Genetic Center, Houston, USA concerns genetic studies,
9. Cooperation with Universite de Pau, France, Weitzman Institute, Israel and

Biomathematics Study Group at Vanderbilt University, Nashville, USA includes
biomathematical modeling, control and estimation in cancer cell populations,

10. Cooperation with Institute of Oncology, Gliwice, Poland, concerns radiotherapy
protocols for cancer cells and population genetics,

11. Cooperation with Southern Illinois University, Edwardsville and Washington
University, St. Louis concerns biomathematical studies,

12. Cooperation with Center for Mathematics and Computer Science in Amsterdam
concerns morphological image and signal processing,

13. Cooperation with Institute of Mathematics and Computer Science, Bulgarian
Academy of Science concerns selected problems of computer vision,

14. Cooperation with Belarussian Institute of Cybernetics in Minsk concerns image
processing in spatial information systems,

15. Cooperation with Lvov Technical University, Ukraine concerns the field of signal
and image processing.
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COMPUTER CONTROL GROUP

The research activities focus on:
• control theory,
• system identification,
• active noise and vibration control,
• signal processing,
• modern education technologies,
• microelectronics in control,
• process control,
• artificial intelligence and constraint programming.

CONTROL THEORY

Controllability and observability of infinite-dimensional systems

J. Klamka, J. Wyrwał

Controllability and observability are fundamental concepts in modern mathematical
control theory. They are qualitative properties of control systems of great importance in
control theory. Moreover, it should be pointed out that there exists a formal duality
between the concepts of controllability and observability. Roughly speaking,
controllability generally means that it is possible to steer dynamical system from an
arbitrary initial state to an arbitrary final state using admissible controls. On the other
hand, dynamical system is said to be observable in a time interval if the initial state of
the system can be uniquely determined from the output over this time interval.

Controllability and observability are also strongly related to the theory of minimal
realisation of linear time-invariant control systems, optimal control and
pole-assignment. In addition, there are important relationships between controllability,
observability and stabilizability of linear control systems. Almost every workable
control system is designed to be stable since unstable systems are usually of no use in
practice. If control system is not stable it must be stabilised. It is impossible on the one
hand when the control does not affect the complete state of the dynamical system but
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only a part of it, and on the other hand when only a certain part of the complete state of
the dynamical system may be observed at the output. Therefore it is very important in
practice to determine whether or not control and observation of the complete state of the
dynamical system are possible. In other words, controllability and observability of the
dynamic system have to be verified.

In recent decades a systematic study of controllability and observability for infinite
dimensional systems could be observed. It has been motivated, on the one hand, by the
wide range of applications of such systems in various areas of science and engineering,
and, on the other hand, by the difficult and stimulating theoretical problems posed by
such research. It should be emphasised that – contrary to finite dimensional systems – in
case of infinite dimensional systems two basic concepts of controllability and
observability can be distinguished:

• exact and approximate controllability,
• continuous and initial observability.

The research reported here concentrates on investigation of controllability and
observability for

• continuous time linear, semi-linear and nonlinear dynamical systems defined in
infinite dimensional function spaces,

• continuous time linear hereditary dynamical systems defined in infinite
dimensional function systems,

• discrete time linear and nonlinear dynamical systems with two independent
variables – so called 2-D systems.

For the stated dynamic systems unconstrained and constrained controllability were
investigated. Using methods of functional analysis, and especially the approach based
on the spectral theory of linear operators, necessary and sufficient conditions for
different types of controllability were formulated and proved. Conditions formulated for
infinite dimensional continuous time systems can be applied to the investigation of
controllability and observability of distributed parameter systems (PDS) described by
partial differential equations. In the case of PDS the following two types of
controllability were investigated:

• distributed controllability – with control being distributed over the domain in
which PDS is defined,

• boundary controllability - with controls appearing only in boundary conditions
of different types.

Prediction methods

E. Bielińska

A key issue is a development, testing and comparison of different prediction methods.
The advanced methods using, e.g., neural networks, minimum variance prediction,
Kalman filtering, are compared with the classical ones, like naive prediction of different
types, smoothing or decomposition. The methods of a’priori estimation of prediction
efficiency are developed and compared with an ex post prediction efficiency obtained
with the use of a particular prediction algorithm. A set of new computer programs
dedicated for testing the different prediction methods has been designed and developed.
The programs written Matlab or C++ are user friendly and make possible testing the
properties of the prediction methods in dependence on the assumed parameters.
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Development and analysis of optimal and adaptive systems for
generating zones of quiet at desired locations

M. Pawełczyk

The purpose of this research has been to design and verify feedback control algorithms
capable of attenuating acoustic noise at desired locations in a group of electro-acoustic
plants.

In the first of the proposed Virtual Microphone Control (VMC) systems, a real path
model is used to reduce contribution of the control signal to the system output, thus
allowing for estimation of the primary noise at the real microphone. Since for the
considered group of plants it can be assumed that the primary noise at the real and
virtual microphones is the same, it was added to an estimate of the secondary sound at
the virtual microphone found by filtering the control signal by the virtual path model.
Obtained estimate of the residual signal at the virtual microphone has been minimised.
It constituted also the control filter input in this structure [II-85]. The second structure
was similar to the first one with the exception that an estimate of the primary noise was
the control filter input [II-83]. The third algorithm is composed of two stages [II-82]. In
the tuning stage the signal at the virtual microphone is directly minimised. At the same
time knowledge about the residual signal at the real microphone is used in an additional
filter. This filter is then used during the actual operation (when the virtual microphone
cannot be used) to produce a command signal to that measured by the real microphone.
These three VMC systems have been designed as fixed and adaptive using all
considered methodologies.

Design of the optimal H2 control filter has been performed using the polynomial,
frequency-domain and correlation-based approaches [II-6]. In case of the polynomial-
based approach two alternative design methodologies have been used. The first one
requires modification of the basic cost function, i.e. variance of the system output, to
respond to non-minimum phase character of the plant. In the second methodology, an
inner-outer factorisation of a non-minimum phase model is required [II-84]. Also, the
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causal part of the optimal filter should be extracted or a Diophantine equation should be
solved. These operations are simpler when performed in the discrete-frequency domain.
However, the latter approach involves finally designing a time-domain control filter,
which matches the obtained frequency response sufficiently well. The alternative
correlation-based approach requires calculating an autocorrelation matrix and a vector
of cross correlation, which is more computationally efficient when performed in the
frequency domain. Other forms of the cost functions have also been analysed [II-84].
Adaptive control has been considered next. The Filtered-Reference LMS algorithm has
been chosen for updating parameters of the control filter of Finite Impulse Response
structure. Different representations and modifications of this algorithm have also been
referred to. Sufficient conditions for convergence defined in different sense have been
derived. The disturbance-to-output path has been linearised over trajectory allowing for
obtaining a phase convergence condition convenient for analysis [II-87]. It has been
shown that there exists a significant coupling between stability of the structural
feedback loop and convergence of the parameter-update algorithm [II-25]. Simulation
experiments demonstrated that influence of the feedback loop on convergence of the
adaptive algorithm cannot be strictly adjudicated. For some plants and disturbances the
feedback loop may support the adaptation and for others it may restrict the convergence
condition. Stability, convergence, convergence time (and rate), tracking and noise
attenuation are crucially influenced by the convergence coefficient [II-88].

All the VMC systems have also been designed for multi-channel plants. The design
methodology similar to that for single-channel systems has been applied. Both optimal
and adaptive solutions have been developed [II-6].

The feedback systems have been verified in terms of generating zones of quiet in
a prototype of the active headrest system. Both simulation and laboratory experiments
demonstrated that the multi-channel VMC systems efficiently shift the zones of quiet to
desired locations. An exemplary distribution of the zones of quiet is presented in the
figure below.

Fig. 1. Distribution of zones of quiet for a 250 Hz tone and a VMC system of four inputs and four
outputs.
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Predictive control

Z. Ogonowski

Research on predictive control concerns mainly nonlinear suboptimal predictive control
algorithms [II-23, II-76]. The only advanced control methodology that had a significant
impact on industrial control engineering was predictive control. It poses a control
problem as a constrained optimisation and can be effectively solved only for relatively
slow plants. To make on-line optimization implementable, heuristic or sub-optimal
approach is necessary. One of the idea behind this would be prof. Grimble’s Limited
Authority Adaptive Control. By separation of the control law into two part and making
only one  tunable, a limited structure model predictive control has been proposed [II-
78].

Suboptimality can be hardly generalized. Thus applications have been devoted to
the special topic. One of the most interesting examples is magnetic levitation system –
magnetic bearings in rotating machines, e.g., turbo-generators. Specially designed
predictive control algorithm has been tested based on laboratory set-up MBC500 of the
Magnetic Moments. The results of the shaft stabilization against displacement caused
by the eccentric forces was surprisingly good. It has been proven that feasibility of the
local optimization problem assured stability of the closed-loop system.

SYSTEM IDENTIFICATION

Computer aided process identification

J. Kasprzyk

Practical application of process identification involves access to suitable software, but
also some skills resulting from experience and knowledge about principles of inference
are needed. The main goal of this work is to analyse prospects in computer aided
identification, especially discussion on tasks and opportunities in implementation of
such systems, as well as constraints that can be faced [II-5].

The essence of process identification is in inference from data, following the
methodology of experimental scientific method and general procedure of hypotheses
refinement and falsification. Thus the following steps can be distinguished: carrying out
an experiment and collecting data, settling a model structure, estimating parameters
according to chosen approximation criterion, and testing the obtained model. If the
result of this procedure does not fulfil the requirements then it is necessary to improve
the model structure and repeat the procedure from the second step, until adequate results
are obtained. This iterative identification procedure is presented in a formal form, and
the part of the procedure that can be automatically carried out in a computer is
recognized. Nevertheless, this procedure does not guarantee that correct model will be
obtained in every situation. There are cases in which identification ends with the
erroneous model, but this can not be predicted when the procedure is to be applied. The
potential causes of such errors are considered and other useful sources of information
are regarded. Subsequently, the procedure for linear time-invariant model identification
is discussed in details, like model selection criterion, algorithm to find the best
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structure, testing and analysis of the obtained model. Procedure for automatic structure
determination for MISO models is proposed. It minimizes the chosen criterion together
with parameter estimation. This problem is especially important when the structure of
the process is not known or hard to establish a priori. In addition, some tests that may
help the user in model validation and falsification are presented, especially numerical
analysis of the results.

A system for computer aided identification, particularly its user interface, should be
implemented in such a way, that the user may easily obtain a necessary help. Some
skills needed for carrying out the procedure are connected with pure mathematical tasks
and can be programmed in such a way, that the user could be intelligently supported.
The proposed algorithm for searching a model structure is a typical example. In those
parts of the procedure that are difficult (or impossible) to execute automatically, the aid
may consist in displaying prompts based on the knowledge and experience of the
designer, leaving the final decision to the user that takes the responsibility following the
specific application. After the requirements for software of the computer aided
identification system are presented, different solutions are considered and necessity for
some kind of trade-off between flexibility and simplicity is emphasized. Many years’
experience and efforts resulted in a software package MULTI-EDIP that intelligently
aids the user in process identification.

Designing the system for computer aided identification creates new opportunities,
but it may also lead to some pitfalls – with respect to designers as well as users of such
systems. Therefore, some conclusions are drawn on prospects and potential risks during
evolving and using computer aided identification.

Software for process identification

J. Kasprzyk, J. Figwer, A. Niederliński

Part of the staff of the Computer Controlled Systems Group is traditionally engaged in
research on various aspects of process identification and its applications, particularly to
adaptive control problems. As a result of these activities a software package for process
identification called Multi-EDIP was developed and its scope is continuously enlarged
[II-5]. It is used in education and research and commercialised on a small scale.

Multi-EDIP is a user-friendly application for Windows 9x/NT/XP that may be used to
identify and validate the following models for scalar or vector time-series:

• parametric, stochastic, stationary as well as non-stationary models (AR, MA,
ARMA and their integrated instances),

• deterministic models (polynomial trends, sinusoidal components),
• nonparametric models – correlation and frequency-domain models and single-

input-single-output or multi-input-multi-output systems:
• parametric, stochastic, stationary as well as non-stationary models (ARX,

ARMAX, control channel transfer function, FIR, output error model, etc.),
• nonparametric models – correlation and frequency-domain models (cross power

spectral density, coherence, frequency transfer function etc.)
Multi-EDIP supports also data preparation, including:
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• data checking and correcting (dealing with outliers, stationarity tests, statistical
parameters, etc.),

• data editing (decimation, interpolation, taking out a sub-series of interest),
• data pre-processing (filtering, normalisation, removing a periodic component,

etc.).

Multi-EDIP frees the user from doing any computer programming by providing full
control of all functions and services through a system of windows and pull-down menus
and by taking advantage of graphical capabilities provided by Windows. Besides it
supports the user during process identification by:

• providing automatically the most appropriate numerical procedures for model
calculation and validation,

• offering expert advice in model structure selection and its validation,
• providing data-base capabilities to store and retrieve: data samples, results of

processing data and identified models,
• offering services for accumulating identification experience by providing a set of

defaults values for some parameters,
• providing a system of context sensitive helps.

The Multi-EDIP environment has been exhaustively tested in a large number of
laboratory projects by groups of students learning system identification and signal
processing, as well as in research on active vibration control and active noise control.

Nonlinear system identification

J. Figwer

In the last two decades fast development of microprocessor control systems and
necessity to control plants in which nonlinearities have substantial influence on the
quality of control contributed to development of nonlinear dynamic model identification
methods. Identification methods based on signal processing in the time- and frequency-
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domain were developed. Special interest has been given to identification of simple
nonlinear models, in which nonlinearity of plant is modeled by a static nonlinearity
connected in series with a linear dynamic at input (Hammerstein model), at output
(Wiener model) or at input and output (Hammerstein-Wiener model).

In this research a new approach to Wiener model identification is presented. The
proposed approach is based on a multisine random excitation. The identification
experiment with the random multisine excitation is designed in a special way. The
excitation is repeated after all transients have decayed. Properties of this excitation and
specially designed identification experiment allows to decompose overall Wiener model
identification problem into linear dynamic part and static nonlinearity identification
problems. To identify model of the linear dynamic part the corresponding static
nonlinearity is interpreted as a random disturbance with specific statistical properties.
This interpretation allows to identify model of the linear dynamic part using classical
methods, e.g., instrumental variable identification method. In the next step estimates of
linear dynamic part parameters are used to calculate the corresponding estimates of the
output of this part. These values together with measured values of the Wiener system
output can be used to identify the model of static nonlinearity. A feature of the proposed
Wiener model identification method that differs it from the literature methods is an easy
detection of the nonlinearity and its model identification as well as low computational
complexity and high accuracy of obtained estimates.

Continuous-time system identification

J. Figwer, K. Czyż

This research concentrates on methods of nonparametric and parametric model
identification for continuous-time systems based on continuous-time band-limited
multisine excitation. This continuous-time excitation is generated with a high-order
analog low-pass reconstruction filter driven by D/A converter with zero-order hold
filter, which converts the corresponding discrete-time multisine time-series.

The identification experiment with the continuous-time band-limited multisine
excitation is designed in a classical way for multisine excitations, i.e. the excitation is
repeated after all transients have decayed. In order to estimate models, continuous-time
system input and output signals are represented by sets of their samples taken at
nonuniformly spaced discrete-time instants that are random variables with statistical
properties chosen a special way. In the proposed approach to continuous-time system
identification the obtained sets of nonuniformly sampled values are transformed into the
sets of values that corresponds to samples of input and output signals taken with
a constant deterministic sampling interval. The obtained sets of samples are used to
estimate models of continuous-time systems directly without identification of auxiliary
discrete-time models. It implies that continuous-time model identification with
continuous-time band-limited multisine excitation based on finite data sequences can be
made more accurately due to elimination of analog antialiasing filters from
measurement system and processing data characterizing steady state system output
signal for the multisine excitation.
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Frequency response identification

J. Figwer, T. Główka

Nonparametric identification method based on estimation of second-order spectrum
(known as power spectral density, PSD), i.e. classical spectral analysis, has a long
tradition in system identification. Recently similar algorithms based on higher-order
spectra (HOS) have been proposed. In some cases use of the HOS-based methods
allows to obtain unbiased estimates in contrary to the classical methods. Such situation
occurs in errors-in-variables systems, because the classical spectral analysis gives
biased estimates when input signal measurement is noisy, and in all systems where the
disturbance is correlated simultaneously with input and output of identified plant (all
feedforward and feedback control systems belong to this group).

A part of our work in the field of frequency response (FR) identification is oriented
on reduction of FR estimates variance. The simplest way of variance reduction is
smoothing in the frequency domain. But if the true FR of identified system is strongly
varying, the smoothing window cannot be too wide. For flat FR the window can be
wider than for FR having a lot of peaks and notches (because smoothing flattens the
FR). We propose an alternative way of the estimates smoothing (and variance
reduction), that doesn’t cause the flattening of FR estimates. The proposed method is
based on the iterative identification algorithm, in which single identification procedure
(using second- or higher-order spectra) is repeated several times. In each iteration the
current FR model is identified on the basis of the input and the estimate of output
(obtained with the use of previous FR model). The output estimate in the first iteration
is equal to the system output. The proposed iterative algorithm doesn’t require any
additional data nor extra information about the system.

Fig. 1. Exemplary results of identification for simulated 4-th order system: root-mean-square error
of FR estimates (obtained in 100 Monte Carlo experiments) in consecutive m = 1, 2, 3, 4, 5 iteration for

nonparametric (left) and parametric (right) results.

Model identification using higher-order spectra

T. Główka

This research concentrates on model identification with higher-order spectra. The main
motivation for using higher-order spectra (HOS) instead of second-order ones (i.e.
power spectral density) in system identification is that they are identically zero for some
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processes, including Gaussian processes. Thus, if the additive disturbance is Gaussian, it
theoretically does not influence the identification results, and in practice this influence
is significantly reduced. Such situation occurs in errors-in-variables systems, because
the classical spectral analysis gives biased estimates when input signal measurement is
noisy; and in all systems where the disturbance is correlated simultaneously with input
and output of identified plant (all feedforward and feedback control systems belong to
this group). The proposed approach requires a special non-Gaussian excitation signal,
the properties of which were tested in previous work [II-46]. The main drawback of
HOS is their computational complexity (important in the on-line applications), therefore
we focus mostly on methods based on integrated HOS, particularly of 3rd and 4th order
(i.e. integrated bispectrum (IB) and integrated trispectrum (IT), respectively). In our
approach frequency response (FR) of identified system is calculated as the ratio of
input-output cross-IB (or IT) to IB (or IT) of the input – similarly to the classical
spectral analysis (the difference is in the type of used spectrum). The profits in obtained
models accuracy for identification methods based on IB (or IT) in comparison with the
classical methods was extensively studied [II-45,47,48,49].

A problem of identification in the presence of non-Gaussian disturbances was
also considered. A special way of data acquisition and pre-processing, in which the
excitation sequence is repeated several times and the measured data are averaged, was
proposed. By employing averaging we get improvement of signal-to-noise ratio and
reduction of non-Gaussianity of disturbances (according to the Central Limit Theorem).
This approach let us to use HOS-based identification methods successfully, even if the
disturbances do not satisfy the Gaussianity assumption. The convergence of non-
Gaussian distribution to Gaussian distribution in the function of averaged sequences
number was tested in [II-48]. The simulation experiments showed that in practice we
need far less averaged sequences to obtain the same identification results for Gaussian
and non-Gaussian disturbances, than it arises from commonly used statistical goodness-
of-fit tests.

A modification of HOS-based methods that helps to reduce the variance of
obtained models especially if the disturbance is concentrated only in some frequency
ranges, has been also proposed. In the proposed approach the estimator (so called
mixed-order estimator) is calculated as a linear combination of both: second-order and
HOS-based estimators, with weights dependent on the coherence function. The idea of
this approach is as follows: for strongly-disturbed frequencies (low coherence) the
estimator is based rather on the higher-order estimates, otherwise second-order
estimates are more important [II-47,49].

ECG signal processing

M. I. Michalczyk

The aim of the research conducted in cooperation with Dr A. Sielańczyk (Medical
University of Silesia, Katowice) is the development of system for automatic detection of
specific electrical heart activity in classical and transesophageal ECG data. Different
techniques of ECG signals preprocessing were evaluated and new methods of signal
processing had to be applied for transesophageal ECG data processing. The preliminary
developed system is based on neural networks trained on the basis of information
prepared by the expert. The database of exemplary ECG signals was developed in
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cooperation with the cardiology expert. It contains both signals and information about
the electrical heart activity as well as about its classification. Basing on the database
information different neural networks were trained. After verification of the results, the
system will be able to automatically detect and classify the electrical heart activity.

Fig. 1. ECG data analysis.

ACTIVE NOISE AND VIBRATION CONTROL

Development of new algorithms for electro-acoustic plants identification

T. Główka, J. Figwer, J. Kasprzyk

Adaptive ANC systems are parameterized with models of secondary and feedback
paths. If these paths are time-varying, the models have to be updated during ANC
system operation. Solutions proposed for on-line identification problem have to deal
with several difficulties:

• (inherent) feedforward and feedback loops, what implies that the input and
output of the identified path are correlated, and both signals are correlated with
disturbance (attenuated noise). Moreover, if the system works well, then the
identified path is not excited sufficiently, therefore the external excitation has to
be introduced into the system and added to the control signal;

• low signal-to-noise ratio, because the variance of the external excitation has to
be very small to avoid significant deterioration of the noise attenuation.

In this case classical identification algorithms often give biased and inconsistent
estimates. Therefore, we propose to perform the indirect method, in which at first
frequency response (FR) models are estimated using higher-order spectra (HOS),
supported by signal averaging. Next, rational transfer functions (RTF) are calculated to
approximate the obtained frequency responses. These RTFs are used to design suitable
filters for ANC systems.

The proposed method is based on direct estimation of integrated bispectrum (IB).
Then FR is calculated as the ratio of input-output cross-IB to IB of the input. Regardless
of loops existing in the system, the method allows to obtain strongly consistent
estimates [II-45]. Also, a modification of this method has been proposed, in which the
estimator (so called mixed-order estimator) is calculated as a linear combination of
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both: second-order and HOS-based estimators, with weights dependent on the
coherence function [II-49]. The idea of this approach is described in “System
Identification | Model identification using higher-order spectra” section. It helps to
reduce the variance of obtained models especially if the disturbance is concentrated only
in some frequency ranges.

After the frequency response is calculated, the next step is to retrieve the RTF from
it. This parametric model can be obtained via, e.g. the least squares approximation of
frequency response by a fixed model structure or weighted least squares, as it was
proposed in [II-52]. If the model structure is unknown it can be estimated using trial and
error method based on testing different structures and selecting the model that has the
lowest information criterion. To omit an "exhaustive search", which means that models
for all structures within the assumed range ought to be estimated, the appropriate
strategy of searches has been proposed . The travel path through the space of structure
indices is driven by a set of heuristic rules that attempt to reach a (sub)optimal point
(the best structure according to the assumed criterion) in a small number of steps.

Extension of the proposed techniques for the multi-channel case is in process. We
focus on solving a MIMO system identification problem by decomposing it into
independent SISO problems using orthogonal excitation signals.

We present an example of on-line secondary path identification in a feedforward
ANC system creating a local spatial zone of quiet (see [II-47] for details). During the
experiment a disturbance (real pump noise) was concentrated in the frequency band
from 70 to 110 Hz. This example demonstrates that the classical second-order estimates
give greater errors than the higher-order and mixed-order ones. However, outside the
most disturbed frequency band (70÷110 Hz), the second-order estimates are a little
better than higher-order estimates – this defect is eliminated by using the mixed-order
estimator that is a linear combination of two estimators: higher- and second order one.
The first counts more within the range where the noise occurs, while the second –
outside.

Fig. 1. Frequency response magnitude and frequency response phase error of second-order (SO), higher-
order (HO) and mixed-order (MO) estimates.

Enhancement of ANC system efficiency

K. Czyż

In the classical approach to ANC system design high order analogue filters are required
to avoid aliasing effects. The main drawback is that the analogue filters deteriorate
dynamics of the controlled plant. Then, the performance of ANC system is highly
dependent on dynamic properties of the signal processing path especially for random
disturbances. A nonuniform additive random sampling gets around this limitation. It
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omits analogue filters in the system design and uses special signal sampling technique
to disperse aliasing. This technique occurred to be very effective for ANC systems.
However, sophisticated signal processing algorithms should be employed for processing
of nonuniformly sampled signal [II-39]. A possible approach is to resample
nonuniformly sampled signal values into a corresponding periodically sampled data set
and then to employ well established signal processing algorithms for periodically
sampled signals. If considerable level of random errors is acceptable this approach can
be simplified by omitting the signal resampling and directly supplying signal processing
algorithms with nonuniformly sampled signal values [II-41].

On the basis of proposed approaches new ANC system structures were designed.
The first structure includes the resampling of the nonuniformly sampled signal values
from the reference and error microphones so that the further signal processing with
well-established adaptive control algorithms can be applied. In the second ANC
structure the nonuniformly sampled signal values from microphones are directly
processed by the adaptive control algorithms. Both proposed system structures employ
the same signal reconstruction method with oversampling to avoid inter-sample effects
during control signal reconstruction [II-42].

Fig. 1. Performance of ANC structures with nonuniform signal sampling: a) PSD of error
signal during semi-random disturbance attenuation, b) error signal plot during single tone

disturbance attenuation.

The proposed ANC structures with nonuniform signal sampling and control signal
reconstruction with oversampling have satisfactory disturbance attenuation and fast
convergence of adaptive control algorithm for the single tone signals as well as
broadband disturbances (Fig. 1) [II-40]. For difficult, nonperiodic disturbances (random
and semi-random) the new structures outperform classical ANC system.

The proposed approach to ANC system design includes efficient hardware
implementation in which the function of analogue filters is taken over by the software
solution that is responsible for dispersion of aliasing and inter-sample effects. The ANC
system designed in such way is characterized by: simplified analogue front-end, cheaper
implementation, smaller dimensions and possibility of changing the sampling frequency
on-fly.

Chaotic behaviour of active noise control systems

M. I. Michalczyk, J. Figwer

In real-world applications of adaptive active noise control (ANC) systems their
unexpected behaviour implied by parameterisation of adaptation algorithms can be
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observed. The ANC system can be stable, however, its performance can be
unsatisfactory, e.g., it can generate the noise instead of attenuating it. The ANC systems
may generate additional unwanted sound waves even though they are not present in the
attenuated noise as well as the error signal may pulsate. The number of additional
frequency components and the pulsation intensity are functions of adaptation algorithm
parameter value. To explain such behaviour adaptation in ANC systems can be
interpreted as a nonlinear feedback. It is well known that such feedback is an essential
prerequisite for chaos. The properties of adaptive feedforward and internal model
control ANC systems used to create a local zone of quiet in a laboratory reverberant
enclosure were analysed from the chaos theory point of view as a function of adaptive
algorithm parameter. Results of real-word experiments these ANC systems showed
complex periodic and chaotic behaviour (Figs 1-2).

Basing on the results of real-world experiments, the simplified system models were
built to explain how the chaos is generated [II-71]. It was shown that due to the
nonlinearity introduced by an adaptive algorithm along with particular dynamic
properties of the controlled plant the chaos appears in an adaptive ANC system with
non-acoustic reference sensor. A parasitic acoustic feedback that is insufficiently
neutralised in adaptive ANC system with a reference microphone can be also the reason
of the chaos generation.

Fig. 1. a) Error signal e(i), b) magnitudes of chosen
frequency components and c) spectra for a chosen
frequency range – feedforward ANC system with the
reference microphone, adaptation: normalised FX-LMS
algorithm, attenuation of pure tone of 65 Hz frequency.

Fig. 2. Plots of the error signal e(i)
versus e(i-1) for different µ values (smaller
and larger) showing chaotic behaviour of
ANC system.
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Active noise control for time-varying plants

M. I. Michalczyk

The electro-acoustic plant controlled by the ANC system includes electronic elements
and an acoustic space. The acoustic space can change very significantly, especially if it
is the inside of enclosure. Every change of the enclosure spatial configuration causes
large, inevitable change of electro-acoustic plant dynamic properties. These plant
properties time variability can be split into three groups:
• weak changes, caused by variability of air temperature and humidity, mains supply

frequency fluctuations, etc. They do not introduce significant changes of electro-
acoustic plant dynamics and therefore do not influence ANC systems performance;

• strong changes, caused by externally introduced changes to the ANC system
environment: any movements of persons in the enclosure, location changes of
furniture, opening or closing of door or windows. Transducers (microphones and
control loudspeakers) locations are assumed to be fixed. Door opening and person
movement inside the enclosure [II-21], which cause strong nonstationarities of the
acoustic feedback path can also serve as examples. The FX-LMS algorithm is
robust with respect to such changes of the secondary path [II-21];

• severe changes, caused by movements of the error microphone around the created
zone of quiet. Such movements cause huge changes in the plant dynamics,
especially changes of the phase shift. The increase of the phase estimation error can
result in divergence of the adaptive control algorithm (if it exceeds ±π/2).

Severe changes can be caused by large dislocations of the error microphone or by
significant changes of the plant dynamics. In such case the electro-acoustic plant models
should be additionally identified on-line. If the severe changes are caused by small (in
comparison with the disturbance wavelength) dislocations of the error microphone, then
such case can be dealt with the use of standard adaptive control algorithm, as it was
shown in [II-21,69].

Fig. 1.  The laboratory stand enabling the movement of the error microphone and the observation
microphones positions: a) scheme and b) photo (error microphone trajectory denoted with blue circle).

The real-world experiments were conducted on specially designed laboratory stand
that allows introducing severe changes of electro-acoustic plant properties in time, by
the movement of the error microphone (Fig. 1). The experiments results confirmed that
the increasing intensity of the error microphone movement deteriorates the ANC system
performance expressed by the disturbance attenuation. However, even for the velocity
as high as 3.5 m/s the zone of quiet can track the error microphone. The results of the
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preliminary experiments showed how powerful the adaptation can be if properly applied
for fast-varying ANC systems.

The laboratory stand is used for testing different modifications of adaptive control
algorithms in order to compare their speed of convergence for time-varying properties
of controlled electro-acoustic plant.

Development of algorithms for generating local zones of quiet

M. I. Michalczyk

To explore possibilities of creation of local zones of quiet in determined spatial
locations the real-world experiments were performed in reverberant laboratory
enclosures. Depending on the spatial configuration of error microphones and control
loudspeakers of the multi-channel ANC system, one bigger zone or many smaller zones
distributed over the enclosure can be obtained.

In the initialization phase of the adaptive ANC system the numerous parameters
should be given. These are: an adaptation parameter of the FX-LMS algorithm,
controller structure and electro-acoustic plant models, that are identified in this phase.
The influence of adaptive control algorithm parameters on ANC system performance
was observed in simulation and real-world experiments [II-21,67,68]. The observation
conclusions allowed to formulate the rules of the ANC system parameterisation that
were applied in further research.

Fig. 1. Maps of attenuation distribution show shapes of zones of quiet created in the small
(a) and large (b) enclosures using 3-channel ANC system based on FX-LMS algorithm
during random disturbance attenuation. The spatial configuration of microphones and
loudspeakers determines number and size of zones of quiet.

Two kinds of control structures of three-channel ANC system were examined in the
experiments: the feedforward control structure, parameterised as full as well as diagonal
system, and the IMC (internal model control) structure implemented as a set of diagonal
one-channel systems [II-70]. The IMC ANC system of distributed structure can be
simply transformed into a decentralized system, built of independent single-channel
units, that is a cheaper alternative for classical multi-channel systems.

Results of real-world experiments showed the efficiency of ANC system in creation
of one large or a few distributed local zones of quiet for random disturbance (Fig. 1).
Attenuation obtained when using full and diagonal feed-forward controllers was similar.
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Attenuation in the IMC ANC system was slightly worse for random disturbances,
however, it showed the possibility of implementation of decentralized ANC systems for
creating local zones of quiet in enclosures.

Virtual unidirectional source of sound

D. Bismor

One of the problems concerned with active noise control is the existence of acoustical
feedback between control value (''active'' loudspeaker output) and reference signal.  This
phenomenon, rather unusual for ''classical'' feedback control systems, can seriously
decrease effects of attenuation or even make the whole system unstable.

In acoustic duct applications there are several methods for avoiding acoustic
feedback. The modern approach to acoustic feedback cancellation is called virtual
unidirectional source of sound (VUSS). This method, although requiring additional
loudspeaker, allows also for successful attenuation in frequency bands in which acoustic
environment constitutes limitations for attenuation by means of one loudspeaker.

The idea of virtual unidirectional source of sound (VUSS) is to use digital signal
processing algorithm to drive two loudspeakers in such way that the sound produced by
them virtually propagates only downstream the duct. Virtually means that although the
sound generated by each loudspeaker propagates in both directions, the processing
algorithm tries to assure the sound waves propagating upstream the duct are actively
cancelled by themselves while those propagating downstream the duct are amplified.
The advantage of this approach is that it is sometimes possible to equalize the amplitude
spectrum of so called secondary path transfer function that plays very important role in
active control of sound. Schematic diagram of VUSS has been shown on Fig. 1.

Fig. 1. Virtual Unidirectional Source of Sound
Schematic Diagram

Fig. 2. Acoustic Duct Active Noise Control
Station Block Diagram

The goal of the research was to show that effectiveness of VUSS is better than
effectiveness of other control structures. This goal was attained by implementing VUSS
algorithm on DSP board and performing active noise control experiments with it. Some
results of such experiments are shown in Fig. 2. The results proved that VUSS is very
effective solution for active noise control in an acoustic duct.
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Control of semi-active systems

K. Plaza, Z. Ogonowski

Recently the semi-active systems and components are becoming very popular. The
magneto-rheological (MR) damper is the most famous one among such systems.
Several famous applications have been equipped with an MR damper suspension
system. The most recent and spectacular is the Audi R8 car. The interest in MR dampers
has grown significantly because they offer similar performance as the active systems,
but much less energy is needed to damp the vibrations. However, because of the fact
that the vibrations are damped through damper characteristics change, the semi-active
systems are significantly more difficult to control. The following features of the semi-
active components and systems can be pointed out:

• small control signal energy comparing to active systems,
• strong inherent nonlinearity,
• possibility of energy dissipation only,
• inherent stability,
• controllability problem.

A semi-active system utilizing an MR damper (RD-1005-03) supplied by the Lord
Corporation has been developed. The system consists of a full suspension mountain
bike, in which the rear suspension has been substituted with the mentioned MR damper
and a dedicated spring (see figure below).

A crucial element of the semi-active systems control is the semi-active components
modeling. In cooperation with Tenneco Automotive Gliwice several identification
experiments were carried out to give a chance of MR damper model identification.
Several structures have been chosen, of which some are given in literature. New
structures have been proposed, which allow for model use for controller synthesis [II-
90].

For control purpose the inverse model has been created, which is needed for one of
the most popular versions of the semi-active control algorithms, which is the skyhook
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algorithm. The skyhook algorithm has been tested in simulation and enhanced by an
adaptive scheme of controller gain selection based upon the dominant disturbance
frequency. Other control algorithms are also tested to be reported in future.

The control algorithms will be tested on the assembled system with the use of an
MTB-MRS control unit, which includes accelerometers, battery, and microcontroller
with memory to store the measurements. Most of the above work has been reported in
publications and is a part of the PhD dissertation.

Active vibration control of rotating machines

Z. Ogonowski, K. Plaza

Magnetic bearings systems for high-speed rotating machinery became one of the most
challenging control problem. Superiority of the magnetic suspension over standard
mechanical bearings follows form lack of friction, however, it consumes electrical
energy which appears as a serious problem if large mechanical systems are concerned
(e.g. synchronous turbine-generator, motor-driven compressors and turbo-machines).
The basic difficulty follows from the shaft displacement constraints which are
considerably significant for bending modes and other resonances. To assure safe
performance of the system the diameter of the magnetic gap should be extended.
However, consumption of energy grows rapidly. On the other hand the displacements
can be reduced by increasing control forces generated with electromagnet. This,
however, increases control effort. Thus certain trade-off is necessary.

Fig1. MBC500 magnetic bearing system

In [II-81] internal model approach and pole assignment method is applied to control
magnetic bearing system. The idea is to include a model of deterministic disturbances of
the shaft's end position into controller design procedure to damp vibration in a steady
state. The speed of convergence depends on the closed-loop poles thus additional
problem of pole assignment is solved. This approach is compared with weighted
minimum-variance (WMV) control. The improvement was evident, however, both
control systems used single-input and single output (SISO) controllers. In [II-80] further
improvement of WMV control is presented, namely inclusion of cross-channel
influence and imposing corresponding multi-input and multi-output upper control layer.
The algorithms were experimentally tested on the laboratory model of magnetic bearing
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system MBC 500 of Magnetic Moments LLC. (Goleta, USA) – see Fig. 1. This unit
consists of two active radial magnetic bearings and a supported rotor mounted on a
specially designed case. The shaft is actively positioned in the radial directions at the
shaft ends providing 4 degrees of freedom. Four linear current amplifiers and four linear
lead-lag compensators are included in the system, which control the radial bearing axes.
The unit has been extended with pneumatic push-pull driver and speed measurement.
The above pointed control algorithms has been tested using the MBC500 unit.

SIGNAL PROCESSING

Time series analysis

E. Bielińska

Time series analysis covers wide area of data processing, and can be described as a set
of the following procedures:

• checking the data correctness,
• data transformation,
• data scaling,
• series decomposition,
• descriptive statistics,
• series modelling,
• model identification,
• series prediction.
The research on time series analysis refers to all stages mentioned above. The

variety of the real time series causes that only a general methodology, and not a unique
technique or concluding one, can be proposed. Hence, the research goes towards
designing a general computer system, that is a comfort tool for the user working on a
particular series analysis, and contains different methods of data processing, modelling
and identification.
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Bilinear time series models in signal processing

E. Bielińska

Research concerns elementary bilinear time series and their application in signal
analysis. Stochastic properties of elementary bilinear time series models are discussed
from the viewpoint of modelling in simulation studies, prediction and control. Bilinear
time series models have been mentioned in control engineering since early seventieth.
Though they may be considered as a part of Volterra series, their general structure is
complex enough to make their analysis very difficult.

11

1 1( ) ( )
LK

lk
kli i i k i lA z y C z e e yβ

==
= + − −

− − ∑∑

In 1976 Granger and Andersen derived some interesting properties of the bilinear model
with the simplest structure

11 1 1i i i ie e yy β − −= +

where ie  is an independent white noise sequence with zero mean and the variance 2λ .
Elementary bilinear series EB(k,l), that is the topic of the research, has the structure:

i i kl i k i le e yy β − −= +
An example of a single realisation of EB(5,5) series as well as its characteristics
calculated for this realisation is shown in the figure below.

EB(5,5) sequence and its characteristics

Elementary bilinear time series model may be applied to simulation studies as a
model of disturbances. Dynamic effects, such as rapid peaks, may be obtained choosing
the value 2 2

klβ λ close to 1. Not every invertible EB(k,l) model may be applied in time
series prediction and control, though for linear models invertibility is the only
requirement. The serious restriction is identifiability of elementary bilinear time series.
In practice the small subset of all invertible processes only is identifiable.

Research are focused on defining identifiability conditions for elementary bilinear
time series and methods of bilinear models application in prediction and control tasks.
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Speaker identification

E. Bielińska

The aim of speaker identification is to recognise an actual speaker among set of possible
speakers, on the basis of an individual utterance. At the stage of trials and experiments
speaker identification is an iterative and multi-stage process of speech signal pre-
processing.

Research on speech signal processing, designed for speaker recognition, needs large
amount of data. Large amount of information often makes working with data difficult,
hence logical or comprehend arrangement of data is of great importance, and flexible
system of data operating dedicated for speaker identification is really helpful at the

stage of research of the problem. The proposed structure of the system of data operating
is presented in the figure above. The figures below present example windows coming
from the designed data operating system.

Multisine random number generator

J. Figwer

Uniformly distributed random number generators play an important role in many areas
of research and engineering activities. Considerable research effort has been put into
developing various uniformly distributed random number generators and to compare
their properties. The objective of this research is an application of the multisine
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transformation to uniformly distributed random number generation. This transformation
allows to synthesise and simulate finite sample multisine time-series recursively.

The presented algorithm of random number generation is based on a synthesis and
simulation procedure of multisine time-series. In the presented approach N-sample
multisine time-series from the (r-1)-th iteration is used as phase shifts and amplitudes to
synthesise and simulate the corresponding new N-sample multisine time-series, i.e. in
each iteration, the finite discrete Fourier transform of a multisine time-series is
synthesized and next the N-sample multisine time-series is simulated by performing the
inverse discrete Fourier transform of the synthesised spectrum. The corresponding
uniformly distributed random numbers are calculated from the obtained N-sample
multisine time-series by using a modulo operation. Properties of the proposed uniformly
distributed multisine random random number generator are analysed from the chaos
theory point of view.

The numerical complexity of generating uniformly distributed random numbers
using the multisine transformation can be reduced by using the FFT algorithms. In
multiprocessor systems the efficiency of the proposed random number generation
procedure may be also increased by parallel implementation of the FFT algorithms. The
strong sensitivity on initial conditions of the multisine transformation is a feature of the
proposed uniformly distributed random number generator that additionally allows to
parallelise the proposed random number generation procedure in multiprocessor
systems. A simple way to do this is to generate simultaneously the uniformly distributed
independent random numbers on separate processors with different initial conditions.

The proposed approach to random number generation may also be a tool for
enhancement of classical random number generators. Random numbers generated by
these generators may be used as initial conditions in the proposed approach.

Controllers based on logarithmic number system

M. Latos

Computational problems in digital signal processing are usually the most challen-ging.
The computations often has to be performed in real-time thus lot of numbers in dynamic
range format need to be processed. These restrictions are handled if floating point
number system (FP) or logarithmic number system (LNS) are used. LNS has some
advantages in specific situations over the FP arithmetic. Main advantage is simplicity of
implementation and faster realisation of multiplication and division operations.
However, more complex are addition and subtraction operations. Applications of LNS
algorithms in Active Noise controller (ANC) systems (fig. below, left) brings
surprisingly good results.

The most important task is efficient implementation of all arithmetic operations and
conversions between LNS and FP number formats. The multiplication/division
operations are the easiest to implement, it is simply addiction/subtraction of two
numbers in LNS form. After simple mathematical calculations both conversions reduce
to a sum of constant component and different nonlinear functions (fig. below, right).
That functions must be tabulated and stored in a memory in the chosen ranges.

Similar situation occurs during implementation of addition and subtraction
operations. Accuracy of arithmetical operations depends strongly on interpolation
accuracy of the tabulated functions. Proper experiments let evaluation of the influence
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of LNS arithmetic on the ANC controller performance. This was compared with the
corresponding FP arithmetic.

Block diagram of ANC system.
Nonlinear function for addiction and  subtraction.

Research on random process synthesis and simulation

J. Figwer

Multisine time-series are sums of discrete-time sines with amplitudes and phase shifts
determined by a variety of methods, depending upon the purpose for which the
multisine time-series will serve. One of the most recent applications of multisine time-
series is synthesis and simulation of various deterministic signals and random processes
with predetermined spectral or correlation properties.

This research concentrates on applications of multisine time-series for synthesis and
simulation of wide-sense stationary scalar and multivariate one- and multi-dimensional
random processes given by diagrams of their power spectral densities, where:

• synthesis means the process of establishing the discrete Fourier transform vector
of multivariate multisine random time-series (1-D random process) or
multidimensional (M-D) random process based on the corresponding power
spectral density matrix of random process to be simulated,

• simulation means the process of numerically generating the corresponding time-
series by performing an inverse FFT on the synthesised discrete Fourier
transform vector.

In the presented approach to the problem of numerically synthesising and
simulating wide-sense stationary time-series for which only a non-parametric power
spectral density representation is known. In the presented approach the non-parametric
power spectral density is approximated by a periodogram of multisine time-series with
deterministic amplitudes chosen so that for a given number of equally spaced
frequencies from the range [0,2π), the periodogram of multisine random time-series is
equal to the original power spectral density. The periodogram may be used in turn to
construct the corresponding discrete Fourier transform provided the phase shifts for
each sine component are chosen. It is well known, that any periodogram corresponds to
infinitely many different time-series, which differ by choices of phase shifts. It is
demonstrated, that in order to get stationary ergodic random processes, the phase shifts
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should be chosen with some well defined random properties - they should be uniformly
distributed in the range [0,2 π). This concludes the synthesis part of the procedure. To
simulate the synthesised time-series, the discrete Fourier spectrum with such chosen
phase shifts is transformed into the time-domain using the inverse discrete Fourier
transform. Using this approach a broad range of scalar and multivariate random
processes may be synthesised and simulated provided their power spectral density
matrices are known. Realisations of the random phase shifts needed to synthesise and
simulate realisations of the multisine approximation may be obtained using classical
uniformly distributed random number generators. An interpretation of multisine time-
series definition as a non-linear transformation of the corresponding phase shifts
allowed proposing a new approach to generation of these realisations. This
transformation is called a multisine transformation. It exhibits chaotic behaviour. Using
the multisine transformation realisations of multisine time-series are calculated
recursively: the phase shifts needed to synthesise and simulate N-sample multisine time-
series are constructed using N/2-sample multisine time-series simulated in the previous
iteration.

Multidimensional random processes given also by power spectral densities may be
synthesised and simulated in the same way as 1-D random processes. The main building
block is an M-D multisine random process consisting of a sum of M-D sine components
with deterministic amplitudes and random phase shifts chosen as previously in a special
way.

MODERN EDUCATION TECHNOLOGIES

e-learning

J. Mościński

The CCS Group staff members are involved in e-learning oriented research and
education methods development for several years, in many cases including extensive
international cooperation. Among other, in 2005, the group was involved in the final
stage of realization of Socrates programme based Thematic Network dissemination
project called THEIERE-DISS (Thematic Harmonisation in Electrical and Information
Engineering in Europe, approx. 80 partners). The project aimed at disseminating
information and publications developed on the basis of comparing and analysing
modern education curricula in electrical and information engineering field. The main
components of the projects were related to modern teaching methodologies and tools –
especially e-learning, as well as possibilities of curricula harmonisation that could make
the mobility of electrical and information engineering students easier and more natural.
The curricula harmonisation tasks can be ideally accompanied by means of modules
sharing between universities from various countries, especially on the basis of e-
learning infrastructure that would enable students to attend lectures and laboratory
exercises from other building, from their home, and from their home in other country.

The curricula harmonisation dissemination project is continued in the form of even
larger Thematic Network project called EIE-Surveyor (Reference Point for Electrical
and Information Engineering in Europe), started in October, 2005, with strong
participation of CCS Group staff. The project concerns establishing the reference point
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for general and specific competences in the project field, especially with respect to
methodologies and tools that would ensure reaching specific teaching quality level. The
project focuses on international cooperation, real and virtual mobility including e-
learning concepts implementation, as well as recognition issues including higher
education institutions accreditation and certification issues.

The CCS Group e-learning oriented activities concern also the active participation
in the International Network for Engineering Education and Research, iNEER. This
networking organisation, with more than 30,000 members from all over the world, aims
at promoting the international cooperation in engineering education and engineering
research to substantially higher level, with respect to the scale of individuals and
organisations involved in such cooperation, and types of projects and bilateral contacts
that result in enhancing methodologies and tools for engineering education. iNEER
prepares yearly books in the series of “iNEER Special Volume – Innovations”,
concerning innovations in engineering education and research, especially e-learning
methods development and implementation. CCS Group was involved in preparing and
editing two special volumes of iNEER Innovations in 2005 and one in 2006.

The CCS Group members are also involved in practical development of tools that
are used for e-learning systems purposes. Many years specialisation in estimation and
adaptive control simulation area resulted in the development of several version of
simulation software – mainly using Java platform – that can be used within e-learning
methodology for accompanying lecture material, for self-study work and as stand-alone
systems used as part of laboratory exercises in adaptive control, also in the virtual and
tele-laboratory framework. Other examples of e-learning oriented systems built in CCS
Group are mentioned in the next section.

Internet technologies in education

J. Mościński

Internet technologies are useful in increasingly many areas of human activities and
education – especially engineering education – is no exception with respect to this
trend. Several specific examples of internet technologies utilization are subject to
current research and education interest of CCS Group. Most of them resulted from
developing concepts concerning computer networks based education methods, but
nowadays the focus is on internetwork based services, which of course are built on
computer network based connection grid.

One example of internet technologies based system developed in CCS group
concerns building customised communication platform for students and teachers, in
order to enhance the learning process and make it more efficient. The typical and widely
used concept includes the facilities for providing students with additional, possibly
multimedia teaching materials that can be used by the lecturer for exemplifying
complex ideas presented during lectures and also downloaded individually by students
for self-work. With respect to laboratory exercises such additional materials typically
include introductory and extended source of information necessary for mastering before
specific exercise. On the other hand, the students are typically equipped with the
possibilities of uploading reports and related work after laboratory exercise and obtain
feedback information on it from the teacher and final grade. Such systems typically
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include other extensive communication facilities for e-mail communication, chatting,
bulletin boards and similar.

Other systems developed in CCS group for enhancing laboratory exercises
organisation concern so called electronic laboratory register. Such systems enable the
administrator to set up students groups and teams for working on specific laboratory
exercises, whereas every laboratory supervisor is responsible for setting up lab exercises
topics and time-table. Every teacher is responsible for putting grades concerning
student’s work and report value and every student is capable of getting information
concerning all his/her grades and any additional work that has to be done in order to
pass the specific course. The system is accessed by means of Internet and browser and
therefore is extremely flexible and easy to use. Definitely measures concerning the
system security have to be taken into serious consideration.

Other systems based on internet technologies and built for enhancing education at
CCS Group concern tests/quizzes/exams generation and running systems. Computer
networks and internet technologies enable building versatile systems for generating
contents of tests that are going to be taken by students at various stages of their studying
– at the beginning of the course, while self-studying, and as intermediate and final tests.
The test contents can be individually adjusted, the students can access the tests
individually and grading can be to some extent automatic and provide basis for
statistical analysis enabling further research concerning e.g. teaching methodologies.

The CCS Group staff was also involved in developing more general event
registration systems that could include substantially more complex organisation of
grading/reviewing uploaded material and more sophisticated registration/reservation
scheme. Such systems can be used for enrolling students to specific courses, for
matching students and projects topics proposed by teachers and even as general
conference registration systems.

All systems mentioned above were developed using e.g. PHP/MySQL platform,
ASP.NET/Microsoft SQL Server platform and XML technology. It should be stressed
that research work in CCS Group with respect to internet technologies in education
concentrated on building small and medium scale, flexible systems, whereas for general
e-learning oriented education the Moodle based university platform is used.

International Conference on Engineering Education, Gliwice, 2005

J. Mościński

An important international engineering education event – International conference on
Engineering Education ICEE 2005 – was held at Silesian University of Technology,
Gliwice, 25-29.07.2005. Dr Jerzy Mościński from Institute of Automatic Control
worked as ICEE 2005 Organising Committee Chairman, the ICEE 2005 General
Chairman position was held by Rector of Silesian University of Technology, Professor
Wojciech Zieliński. Dr Mościński prepared and presented in 2001 the proposal
concerning  ICEE 0205 organisation in Gliwice and from 2004 he  coordinated the work
of approximately 60 people directly involved in the organisation of conference.

There were 317 presenting authors and 72 accompanying persons from 42 countries
at ICEE 2005 in Gliwice, 326 presentations were delivered within 4 plenary sessions
and 44 topical parallel sessions. All conference materials were published in two
volumes printed form as well as in the form of conference CD. Organisation of
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conference included an important task of setting up the system of abstracts and papers
acquisition and peer review process, conference planning with respect to the plenary
and topical sessions profile and contents, editing of conference materials and
organisation of Internet based participants’ registration system.

Dr Mościński was also involved as one of editors of book entitled „Innovations
2005 – Special Edition. World Innovations in Engineering Education and Research”,
which was published on the occasions of ICEE 2005 organisation in Gliwice and 60th
Anniversary of Silesian University of Technology.

The conference presentations concentrated on several important topics from
engineering education and research field. One of the most important topic concerned
new teaching methods and tools and the role of universities in promoting education
development with this respect. Conference participants were also especially interested
in presentations concerning competence driven education schemes, multimedia based
teaching, open and distance learning paradigms and internet technologies in education.
Important part of ICEE 2005 discussion concerned the organisation of international
cooperation between universities and mobility schemes, as well as universities
accreditation issues and quality of teaching.

ICEE 2005 conference served as important element of maintaining and developing
international cooperation in the field of engineering education and research between
Silesian University of Technology and other universities from all over the world. The
conference preparation and organisation were thoroughly evaluated by representatives
of iNEER – International Network for Engineering Education and Research, the
organiser of the whole ICEE and ICEER conferences sequence, and regarded as
exceptionally successful, both from the organisation and scientific level points of view.

Programmable Logic Controllers

J. Kasprzyk, J. Wyrwał

Programmable controllers (PLC) have become an integral part of control systems and
process control. Therefore, to deal with a broad scope of today’s manufacturing
challenges, engineering education should involve training in the areas of programming
and designing control systems based on PLCs. It is assumed that students should get
experience in programming various PLC families so as they can compare modern
solutions in hardware and software proposed by different manufacturers. Such
education should also include other elements associated with the control system design,
like, e.g., communication with SCADA systems, reliability of the system etc..

Part of the staff of the Computer Controlled Systems Group is engaged in
development of control systems using PLCs. They are authors of the book
“Programming PLCs” (the first one in Poland) and the book on programming according
to IEC 61131-3 standard [II-4]. The Laboratory of Programmable Controllers created by
the group has been equipped with the following PLC families: GE Fanuc 90-30 and
VersaMax, Schneider’s Modicon TSX Compact and Momentum, Allen Bradley’s SLC
500, Simatic S7-300 and industrial computers Wago IPC as well as software that
provide a common development environment for configuring, programming, testing,
monitoring, simulating and troubleshooting PLCs.

It is also important that students can create and test their own projects in situations
resembling practical applications. Thus, the laboratory has been fitted with didactic
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panels to simulate real installations. There have been simulators of simple binary
objects to enable training on-off control with time conditionings as well as continuous
objects to make students possible to test sophisticated control strategies. The emphasis
is put on typical tasks met in the industry, like sequential relay control (e.g. drive
control), motion control, process control, distributed control systems and networking.

PLCs may have to interact with operator for the purpose of modifying parameters
and configuration, displaying messages, variables and alarm reporting, recording
operating incidents or everyday interactive control. To meet these requirements PLC
installations are equipped with Human Machine Interface (HMI) devices. Thus students
are also trained in designing and programming various HMI applications, using textual
and graphical operator panels.

Contemporary control applications are often designed as distributed systems.
Therefore, some of the equipment in the laboratory is connected with industrial
networks like Profibus DP, Genius, Modbus and Modbus+ to make acquaintance with
typical solutions in this area.

The concept of the laboratory corresponds to the state of the art that is observed in
the scope of industrial automation comprising control systems, measurement systems,
executives and SCADA systems. For this reason, the laboratory is equipped with
distributed input and output modules being flexible decentralized I/O products that can
be connected to the PLCs by the available industrial networks mentioned above.
Moreover, to guarantee fast communication between PLC and SCADA systems,
laboratory equipment is fitted up with modules providing Ethernet interface.
Consequently, software and hardware that are available in the laboratory enable students
to create modern distributed control systems providing advanced diagnostics and
redundant configurations.

Identification, modelling, optimization and control for energy systems

Z. Ogonowski, T. Szczygieł

Economical issues motivates application of modern control methods in energy systems.
Specially prepared laboratory set up are subject of current research and education
interest of CCS Group in this area. The first part of the set up models HVAC system
and consists of a cabin with measured temperature of the circulating air. The valve is in-
build into the box in recycling pipe. Three sections of electrical heaters, which can be
switched independently, heat the circulating air. The fan follows the heater. Additional
fans placed in the bottom and the top of the cabin can simulate disturbances. The second
part of the set up is portable system for measurement, monitoring, data collection and
control of HVAC units. The system consists of specially designed agents (servers) that
measure and transmit data to the concentrator via standard interfaces, wire-less
connections or through Ethernet environment. The third part of the set up is the PLC
stand for application of Constraint Logic Programming (CLP) to control harmonic
disturbances in the energy generation network. All these elements of the set up are used
in advanced education concerning identification, modelling, optimization and control
for energy systems.
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Educational suite of microprocessor systems

K. Czyż, M. I. Michalczyk

The well equipped Digital Signal Processing Laboratory is used both for research and
educational purposes. To meet students needs special educational boards with ARM7
were additionally designed and manufactured in Institute of Automatic Control. New
courses were prepared to let students learn the microprocessor systems, based on the
possessed hardware. The students can also work with microprocessors and digital signal
processors while taking part in research and engineering tasks as part of their Master of
Science theses preparation.

Educational Starter Kits with ARM7
The starter kits for Atmel AT91SAM7S256 microcontroller (Fig. 1) have full

functionality necessary to setup first projects by students and enable them to get
acquainted with ARM architecture. Starter kits include evaluation board, JTAG
emulator, GNU C compiler, on-chip debugger (OpenOCD), Eclipse IDE, eCOS real-
time operating system and examples. The Atmel starter kits contain all the necessary
hardware to design, develop and test applications with following peripherals: GPIO
connected to 8 LED’s and 4 buttons, Timer Counter, PWM’s, Watchdog Timer, Real
Time Clock, Interrupt Controller, AD and DA converters, I2C, SPI, UART and USB
interfaces.

Fig. 1. Evaluation board of educational starter kit for Atmel AT91SAM7S256 microcontroller.

Courses on microprocessor systems:
 - Fixed-point signal processing on Texas Instruments TMS320C6713
The course on fixed-point signal processing was prepared for fifth year students.

Currently the digital signal processors are used in numerous applications. They are the
most commonly used for telecommunication purposes – for GSM systems and for
rapidly expanding VoIP communication. Students learn about the unique features of
fixed-point digital signal processor architecture on the example of Texas Instruments
TMS320C6713 processor. Their laboratory tasks include the implementation of simple
digital signal processing algorithms firstly using C language and, next, using assembler
language. By means of code optimization the experience concerning the dedicated
architecture of digital signal processors with the stress on fixed-point arithmetic is
gained. The architecture of TMS320C6713 processor allows also for evaluation of
trade-off between the algorithm accuracy in floating-point and effectiveness in fixed-
point arithmetic that is necessary in DSP algorithms implementations.
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- Signal processing on FPGA
The course prepared for fifth year students is concerned with signal processing on

FPGA. Digital signal processing algorithms usually have very strong computational
requirements. Substituting some parts of processing algorithms by hardware operations
using e.g. FPGAs may radically improve the DSP application performance. Current
generation of FPGAs can perform multiplication and addition operations at speeds
exceeding 200 MHz. This is why they are suitable for intensive computations like fast
Fourier transform, FIR filtering and other multiply-accumulate operations. It does not
mean, that all DSP operations can be easily implemented in FPGAs. Floating-point
operations are quite difficult to implement due to the large amount of resources needed
in the device. Such operations are more suited to DSP boards or even general purpose
processor (GPP). This is why FPGAs and GPPs could coexist and create a flexible
platform for signal processing purposes. During the laboratory course practical
experience in implementation of digital signal algorithms on FPGAs is gained.

 - ARM microcontrollers
The course prepared for third year students concerns the fundamental concepts of

ARM architecture and internal hardware structure of Atmel SAM7 series
microcontrollers. Nowadays the ARM processor is the processor of choice for
embedded and mobile systems found in PDAs, mobile phones, media players, hard
drives and routers. During the laboratory course practical experience in the ARM
architecture is gained with respect to internal hardware as serial communication
controllers, timer-counters and analogue signal converter. Furthermore, the course is
conducted with dedicated educational starter kit based on Atmel AT91SAM7S256
microcontroller.

MICROELECTRONICS  IN  CONTROL

Portable ANC platform

K. Czyż

In order to implement adaptive ANC algorithms developed at the Computer Control
Systems Group, a portable multi-channel active noise control (PANC) platform was
designed. The PANC is an efficient programmable DSP platform that is destined for
generation of spatial local zones of quiet in enclosures [II-38]. It consists of two
modules: signal processing core (Fig. 1) and additional analogue frontend board. The
signal processing core module is based on high-performance 32-bit RISC processor unit
SH4 (SH7750R). The integrated FPU unit includes specialized high performance
integrated vector floating point achieving 1.7 GFLOPS peak floating-point
performance.



81

Fig. 1. PANC – the portable multi-channel active noise control platform core module

Digital signal processing algorithms used in ANC systems usually have very strong
computational requirements. Substituting some parts of processing algorithms by
hardware operations using FPGA may radically increase signal processing
performance. In PANC platform Xilinx Spartan-IIE FPGA enables hardware
realization of application-specific accelerators assisting the CPU in nonuniform
signal sampling, control signal interpolation and reconstruction, data
preprocessing and post processing. The FPGA is also used as glue logic tying
various system functions together and acting as programmable high-speed
interface to analogue converters enabling to offload the CPU and reduce data
transfer rates. Analogue frontend board contains 8 analogue input channels for
reference and error microphones and 8 analogue output channels for control
loudspeakers.

One of the most important innovations, that have made the design of portable ANC
platform practical, was nonuniform sampling technique which enabled to replace analog
anti-aliasing filters by digital signal processing algorithm [II-39]. Additionally, control
signal reconstruction with oversampling was used to replace analog low-frequency
forming filters with software oversampling algorithm.

The PANC system includes efficient hardware implementation and simple analog
frontend. The most of hardware was replaced with software or programmable logic
enabling shorter development time and possibility of fast reconfiguration of PANC
platform according to application needs. An important advantage of the presented
PANC system is its flexibility – it can be successfully applied in different applications,
not only in ANC.

DSP technology

K. Czyż, M. I. Michalczyk

Digital Signal Processing Laboratory in the Institute of Automatic Control is equipped
with a wide range of microprocessors (Renesas H8, Atmel ARM7) and digital signal
processors (Analog Devices Blackfin BF561, Texas Instruments TMS320C31 with
dSPACE board, TMS320C6713 and TMS320C6416 with Spectrum Digital DSK,
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Renesas SH4) and other processors (Motorola/Freescale PowerPC MPC8240 with
dSPACE board). These processors are used both for educational purposes (especially
for Master of Science theses preparation) and as tools in research activities.

DSP algorithms have to be implemented in hardware to carry out real-world
experiments, e.g., for use in active noise control systems. This requires a careful
hardware choice and often also low-level code optimisation. Independent benchmarks
of the possessed processors in DSP tasks are being developed in order to evaluate the
hardware and gain reliable knowledge about its capabilities.

Specific character of research activities generates a necessity to equip the existing
processor boards with additional functional units and to develop dedicated software.
The dedicated daughter boards (for TI TMS320C6713, TMS320C6416 and AD BF561
DSKs) for specific DSP tasks are designed and manufactured in the Institute of
Automatic Control. One of them is a daughter board for TI TMS320C6713 and
TMS320C6416 DSKs equipped in AD73322L analogue front-ends for general-purpose
applications, including speech and telephony, and SMSC LAN9218 Ethernet module
optimized for high performance applications including VoIP.

For more sophisticated problems new processor boards with expanded functionality
were designed and manufactured: low-cost, educational starter kits with ARM7 and
efficient Portable ANC platform (Fig. 1) destined for creation of spatial zones of quiet
in enclosures. The PANC platform consists of two modules: signal processing core and
additional analogue front-end board. The core board contains SH7750R CPU aided by
the Spartan IIE FPGA, 64 Mbytes of SDRAM memory, flash memory and fast Ethernet
controller. The analogue board is equipped with 8 analog input channels for reference
and error microphones, and 8 analog output channels for control loudspeakers.

Fig. 1. One of the DSP platforms designed and realised in Computer Controlled Systems Group in
Institute of Automatic Control.

Moreover, in the Digital Signal Processing Laboratory emulators and real-time data
exchange libraries for various processors (ARM, Blackfin, TI TMS320C6xxx, SH2,
SH3-DSP, SH4) are developed. These tools enable efficient data tracking during code
development and algorithm testing.

The most complex and challenging system in Digital Signal Processing Laboratory
is MMatrix system employing large microphones matrix for measurements of sound
level over an enclosure and estimation dimensions of zones of quiet created by ANC
systems. MMatrix is massive multi-channel acquisition and signal processing system
being developed on the basis of multiprocessor system with NI PCI-6289 data
acquisition board. The system enables to pre-process and record up to 16 continuous
analogue signals at 32 KHz sampling rate. The analogue channel count is dependent
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upon the acquisition speed. Decreasing the acquisition speed to 4 KHz increases the
channel count up to 128 channels.

PROCESS CONTROL

Industrial networks

J. Hajda

Industrial networks are a very important part of  the modern control systems. Sensor
buses, device buses, field buses and data buses connect PLCs to the meters, sensors,
remote input/output modules, other controllers, PLCs and SCADA systems.

The research area focuses on networks efficiency and reliability. The aim is to
propose the best solutions for different cases by comparing strengths and weaknesses of
various solutions on each level of the network ISO model.

The next issue concerns possibilities and constraints with respect to Ethernet
TCP/IP network with various protocols and media, to be used in fast and slow, as well
as small and big industrial control systems.

The networks concerned are Modbus, Interbus, Uni-Telway, Profibus-DP, Modbus
Plus, ControlNet, CAN, DeviceNet, ASi, FIPIO and Ethernet TCP/IP. Also LonWorks,
BACnet and EIB networks for building automation and M-bus and HART-bus for
meters are tested and assessed.

PLC Programming

J. Kasprzyk

Since programmable controllers (PLCs) have become the basic equipment in control
systems and there are a lot of different solutions proposed by manufacturers, there is a
need for standardization in this area, especially with respect to programming languages
and methods. The main goal of this research is to work out basics, principles and
examples of PLC programming following from the international standard IEC 61131,
especially in the context of automation and industrial control systems.

The result of this work is a textbook [II-4] which presents uniform, complete and
coherent concept of PLC programming. The approach is based on modern solutions
introduced in the third part of IEC 61131, which is the first endeavour to standardize
programming languages for industrial automation. This standard specifies the syntax
and semantics of a unified suite of programming languages for PLCs. However, it will
not restrict itself to the conventional PLC market. Nowadays, it is adopted in softlogic/
PC based control systems as well, including SCADA packages.
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To explain the basic high-level elements and their interrelationships, the study
concerns with the software model proposed in IEC 61131-3. In this concept
configuration is treated as an element of the programming language that corresponds to
a PLC system as a whole. Configuration defines arrangement of the hardware, like
processing resources or memory addresses for I/O channels. Within a resource one can
define one or more tasks to control the execution of a set of programs. Such approach
makes it open to the future, as it is expected that multi-processing and event driven
programs will have to be included. The configuration concept is explained by means of
practical examples.

The book presents in a bottom-up manner all elements of the standard, i.e., from
common elements, like, e.g., data types and variable declarations, up to the detailed
description of four programming languages – two textual languages (Instruction List,
IL, and Structured Text, ST) and two graphical languages (Ladder Diagram, LD, and
Function Block Diagram, FBD). Using these languages the user can define Program
Organization Units (POUs), i.e., Functions, Function Blocks (FFBs) and Programs.
Besides, standard FFBs defined in IEC 61131-3 are described together with examples of
their usage. Further, a way for structuring the internal organization of POUs using SFC
(Sequential Function Chart) is explained. SFC describes graphically the sequential
behaviour of a control program with the aid of steps, actions associated with steps, and
linked by transitions.

Requirements for modern programming and debugging tools are discussed and
programming environment CONCEPT is presented together with examples of its usage.
This package allows the user to write control programs according to IEC 61131-3
standard and test them by means of the simulator (virtual PLC) being a part of the
package.
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Additionally, to be more familiar for beginners in the field, the textbook contains
also an introduction to PLC functioning and programming.

The book is ended with a glossary of the most important terms associated with
industrial controllers programming.

Real-time control and real-time operating systems

D. Bismor, J. Wyrwał

Computer Controlled Systems Group has developed a real-time approach to process
control focusing on both a theoretical and practical issues related to this increasingly
important approach.

Research has spanned such issues as control algorithms that are suitable for
real-time use: algorithms for real-time identification, real-time filtering algorithms,
control algorithms, adaptive and self-tuning control. In addition, real-time control
applications, computer architectures that are suitable for real-time control algorithms
and applications for real-time control issues have been investigated. Real-time computer
systems that enable control system to keep up with the external process that is to be
controlled have been developed as well.

Real-time control systems impose stringent time deadlines for delivering the output
signals. Sufficiently immediate responsiveness of computer system to rapid changes of
controlled process is in most cases not satisfactory when the system is managed by the
standard general-purpose operating systems since their services can inject random
delays into application software and thus cause slow responsiveness of an application at
unexpected times. That is why Real-Time Operating Systems (RTOS) that are
deterministic and have guaranteed worst-case interrupt latency and context-switch times
have been used in the research. However, it should be emphasised that RTOS facilitates
the creation of a real-time system, but does not guarantee the final result will be
real-time. RTOS provides facilities that, if used properly, guarantee deadlines can be
met deterministically. Therefore, to meet all the requirements imposed by real-time
control systems particular attention has been paid to correct development of the
software implementing different types of real-time control strategies.

A QNX® operating system based on the microkernel architecture has been included
to the research. It is the RTOS offering advanced memory protection, distributed
processing and dynamically upgradable architecture. Because of its large scalability, it
can be also successfully used to manage real-time embedded systems. It has been
introduced into education programme to show the students important issues related to
operating RTOS and implementing real-time applications.

For applications with soft real-time requirements (i.e. systems in which exceeding
real-time requirements does not lead to irreversible or danger effects) real-time kernels
for Linux has also been considered. Solutions such as KURT (Kansas University
Real-Time Linux Kernel) or QLinux (QoS Enhanced Linux Kernel) have been studied.
This introductory work appears to be promising.

Last, modular structure of Linux kernel has been recognized in order to prepare
modules for connection with DSP board. This will allow to use ordinary PC as soft
real-time system with dedicated DSP board containing time-critical part and service
routines.



86

Polish Version of Professional Computer Programmes Packet Used to Supervisory
Control and Data Acquisition with Technical Documentation

R. Jakuszewski, M. Pawełczyk

Polish version (translation, verification and supplement) of the Proficy HMI/SCADA -
iFIX v4.0 system made by the GE Fanuc firm has been worked up. This version was
published on a CD by GE Fanuc in USA and is distributed by VIX Automation in
Katowice, Poland. The packet consists of the following items:

• 147 programmes of the iFIX system – total 26.2 MB,
• contextual help of the iFIX system and VBA (Visual Basic for Applications)

programming language,
• technical documentation in the form of textbooks (22 textbooks – total 4280

pages) and compact disk.

Proficy iFIX made by GE Fanuc is a leading SCADA software all over the world. It
fulfills all functions of visualization, data acquisition and supervisory control of
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technological processes in industry. Proficy iFIX enables precise monitoring and
parameters audit of manufacturing processes as well as devices and supplies in order to:
increase output and production flexibility, decrease waste of materials, raise quality of
production, shorten the introduction time of new articles in market, and enlarge
production profitability. The system contains all tools, which are necessary to quick
application development of any type and size, beginning from individual HMI (Human
– Machine Interface) station, and finishing with complex many-station SCADA system
network. Proficy iFIX uses object-oriented core iCORE, which joins innovative
technologies of GE Fanuc and Microsoft firms to programme industrial automation
systems - DNA - M, OPC, COM / DCOM, ODBC / SQL, VisiconX, DDE, Backup &
Restore, Plug & Solve, Secure Containment. Built in VBA programming language it
additionally gives unrestricted possibilities to control industry process and data
handling. Proficy iFIX offers the protection of data access, which uses extended
security systems of Windows NT/2000/XP as well as enables full redundancy in LAN
network and emergency switching between SCADA servers.

All over the world applications which use mechanisms included in this system
control and supervise thousands of manufacturing processes, both discrete and
continuous ones, in chemical, food, pharmaceutical, electronic, machine, metallurgy and
power industries, and in many other branches. There are over 2000 such applications in
large plants in Poland. The developed system is also used in the Silesian University of
Technology in the SCADA laboratory by students as a basic tool to prepare their M.Sc.
theses and during lectures related with SCADA subjects.

Simulation of gas carburising

J. Wyrwał

Carburisation as a process of thermo-chemical treatment is known since many years. It
is defined as a process that imparts by diffusion carbon into the surface of carburised
component. As a result of carburising process on the top surface a layer from 0.5 to
1.5 mm thick with carbon concentration from 0.7 to 1.2% is achieved. It is used for
surface hardening to achieve improved fatigue and wear resistance. Accurate control of
carburisation remains still a complex task because of many parameters influencing
process. That is why, it is important both from practical and theoretical point of view to
develop model, which makes it possible to simulate the entire process.

Depending on the source of active carbon atoms, carburising is carried out in
industrial practice according to one of the following methods:

• carburising in solid environment,
• carburising in liquid environment,
• carburising in gas environment.

Endothermic gas carburisation is most widely used method in the industry.
The purpose of the research was to develop mathematical model of gas carburising

process and efficient method of numerical solution of this model. The final result was
the development of the unit simulating in real-time carburising process that was
incorporated into control system of batch furnace.

The analysis performed within the work reported has comprised:
• phenomena occurring in the gas phase,
• phenomena occurring at the gas-solid interface,
• phenomena occurring in the solid phase.
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The model worked out has taken into account that carbon transfer and the creation
of carburised layer is possible under the following basic conditions:

• carbon activity in atmosphere is higher then in austenite,
• the amount of carbon educing from atmosphere is adequate for creation of

carburised layer.
Three main elements influencing the course of carburising process in endothermic

atmospheres have been taken into account in the development of the model:
• mechanism of carbon transfer comprising generation of active carbon atoms in

the endothermic atmosphere, adsorption of educed carbon atoms on the surface
of components and diffusion of carbon to the interior of carburised steel,

• thermodynamics of carburising process determining the progress in tending to
achieve conditions of carbon equilibrium,

• kinetics of carburising process determining the speed of carbon transfer from
endothermic atmosphere to steel surface and speed of carbon diffusion in steel.

Within the framework of the research mathematical model of gas carburising
process in endothermic atmospheres was developed. Numerical method of solving the
model was worked out. Consequently, carbon concentration profiles for the carburised
components can be predicted.

Heating control system

S. Ogonowski, J. Figwer, Z. Ogonowski

Optimizing of heating, ventilation and air conditioning systems (HVAC) has reached
great interest especially if industrial applications and domestic climate conditions are
concerned. This follows form economical reasons. Commercially available environment
of heating systems have reached their maturity while the control units are usually simple
on-off type.

This control systems are robust against disturbances and variety of environmental
thermal properties of the HVAC systems, however, they are significantly inefficient if
fuel consumption is concerned.

Fig. 1 The central unit (CU)

Heating processes are slow, thus HVAC systems need long-time observation to
collect representative data in order to identify respect models. Specially designed wire-
less system for monitoring and control of HVAC system has been created in CCG. The
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central unit (Fig. 1) communicates with PC directly through the serial interface or
indirectly via the modem and the internet facility. CU collects data from heating system
and transfer them out (e.g. to the PC). The wireless communicator allows the
connection of the CU with radio-module (Fig. 2) which serves as measurement pods.

CU is based on standard Atmel product EB40A with AT91R40008 microprocessor
and is equipped with number of ports (A/D and D/A converters, serial ports, bus of
digital thermo-elements, digital inputs or outputs, wire-less 433MHz communicator)
and other facilities.

Fig. 4 Radio-module (RM) unit

Basic role of RMs is collecting and transferring data obtained directly from the
HVAC system. Data can be  transferred through the CU, but RM can also perform as
the server.

This system has been used for monitoring of HVA system in small buildings (2005
and 2006 winter) and industrial spray booths Module-Master USI ITALIA in winter
2006. Models obtained in the first case serve to conduct real-time simulation of the
heating system (PC coupled with the above CU). The second case allowed for building
a set-up (Fig.3) which serves for laboratory experimenting with number of control
strategies to be applied in HVAC technology.

Fig. 1 Laboratory set-up
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HVAC laboratory has been equipped also with weather transmitter (WXT 510) and
indoor humidity transmitter (HMW60) assembled by Vaisala (Finland). These units
allow for precise analysis of the weather conditions influence on performance of HVAC
systems

Bilinear PID controller

E. Bielińska

PID controllers are widely applied in many industries and provide acceptable
performance without specific mathematical knowledge of the plant. However, the
controllers that are tuned for one operating point, are based on the assumption, that the
plant to be controlled is locally linear. The assumption may become invalid when an
operation over a range is considered. Research concerns application of bilinear control
strategy, proposed by Martineau, and presented in Fig. 1.

Fig. 2 presents a controlled output runs for two different methods of bilinear
compensation. The respective control indices are given in the table and show that the
effects of the bilinear control may be worse than simple PID and depend significantly
on the way of bilinear compensation.

m odel 
x  

PID  

linearised m odel 

bilinear controller 

bilinear 
com pensator 

Fig.1. Research concerns application

Fig. 2. Controlled output
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Simple
compensation

Complex
compensation

No
compensation

Time 2 3 2
Maximum 1.2068 1.1844 1.1883
Variance 0.0196 0.0244 0.0218

Active compensation of harmonics currents and reactive power

T. Szczygieł

The active compensation of harmonics currents and reactive power includes a set of
problems connected with the occurrence, influence and elimination of harmonic
filtration methods in the AC supplying networks. Main part of the problem is
identification of the basic sources of higher harmonics and their features, including the
traditional semiconductor converters. A lot of attention is paid to the problems of
applying traditional LC filters in the networks. The research includes types of such
filters, their features, and selected problems concerning modelling and analysing
networks with filters. The analysis of the resonance phenomena in the branched
networks is also discussed here. The next part of research deals with the perspective
methods and the system energy active filtration and hybrid filtration. It presents their
basic types, construction, models, principle of operation, energy-filtration properties and
the areas of their application. The research concentrated on the modern methods,
algorithms, and the control systems, including the control based on the theory of
instantaneous power.

The system diagrams, obtained during the simulation and experimental tests, are
presented below.
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ARTIFICIAL INTELLIGENCE AND CONSTRAINT PROGRAMMING

Research on rule- and model base expert systems

A. Niederliński

Prof. A. Niederliński completed an important phase in his work on rule- and model
based expert systems (rmse) by publishing a reference–cum-textbook about those
systems. The rule- and model-based expert system shells have been developed and
matured in the years 1984-2006 as tools supporting lectures and laboratory sessions for
subjects like "Automated inference systems", "Expert systems" and "Computer-aided
decision making". All those tutorial activities had - at their background - the aim to
provide students with a chance of "making something that functions", starting with
small Prolog programs up to relatively large knowledge bases presenting complicated
technical, financial and legal documents. The experience of "making something that
functions" is basic for anybody studying engineering; it cannot be replaced by any
amount of likewise important analytical activities ("explain why..." problems),
computational activities (this can be done much better by a computer) nor theoretical
activities ("prove that...for all.."). In a rapidly developing and still fluctuating
technology, academic teachers have problems in deciding what constitutes the basic and
sine qua non items of a course and what is just outdated or of secondary importance
academic superfluousness . It seems that while trying to make something that functions,
both sides of the tutorial process acquire the right sort and amount of analytical,
computational and theoretical skills useful in practice.

The hybrid (rule- and model-based) nature of rmse means the shells synergetically
combine rule-based logical inference with testing of relational models having arguments
determined by arithmetical models.

 This is a sine qua non for the majority of technological and business applications,
which cannot be designed using rule-based systems only.

The shells may be used for knowledge bases containing following bases:
a) rule base (exact or uncertain) consisting of "IF...THEN..." rules (exact or

uncertain),
b) constraint base (exact or uncertain), containing lists of askable conditions. which

are mutually exclusive in an exact or uncertain way,
c) model base (exact or uncertain), containing exact arithmetical models and exact or

uncertain relational models. Models may be nested to practically any depth.
Nesting of rules and models as well as nesting of models and rules is feasible,

d) advice base, being a set of advice file names corresponding to rules or relational
models,

e) advice text files, containing text of advices listed in the advice base,
f) graphics base, being a set of graphic file names corresponding to rules or relational

models,
g) graphic files of the type \verb"*.bmp" with graphics listed in the graphics base,
h) sound base, being a set of sound file names corresponding to rules or relational

models,
i) sound files of the type \verb"*.wav" with sounds listed in the sound base,
j) abstract files containing summaries of domain knowledge used for the knowledge

bases.
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The Polish Website
http://www.rmse.pl
on rule- and model
base expert systems
rmse (more than
42300 visits up to
May 2007).

The English Website
http://www.rmes.pl
on rule- and model
base expert systems
rmes (more than
1070 visits up to May
2007).

The book „Rule- and Model-Based
Expert Systems rmse” by Antoni
Niederliński (WPKJS, Gliwice, 2006,
pp. 450) is intended to give readers
an understanding of the key concepts
in rmse expert systems and to provide
some hand-on experience in applying
those concepts to a number of practi-
cal cases using user-friendly softwa-
re.  It will identify decision support
tasks that are amenable to Knowledge
Based (KB) solutions, and categorize
the various types of KB solutions that
may be developed.
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The essence of the proposed modification of the Stanford Certainty Factor Algebra
is to postulate that rules with the same conclusion belong to one of two mutually
exclusive group of rules:

 - cumulative rules with independent lists of conditions,
 - disjunctive rules with dependent lists of conditions.
For the original Stanford Certainty Factor Algebra (Buchanan, B. and E. Shortliffe

1984) such a distinction was – perhaps because of the nature of application involved –
not needed: all rules with same conclusions have been considered as cumulative.

Computer support of credit validation decisions

A. Niederliński

This subject was extensively elaborated in the Ph.D. Thesis “Komputerowe
wspomaganie procesu podejmowania decyzji kredytowych” (Computer support of
credit validation decisions) by Tomasz Żurek (PKJS, Gliwice 2005, pp.1-245).
Validation of credit applications is in any market economy one oft he most important
and often made decision. This is the main reason it deserves to be automated. The thesis
demonstrates that:
• Credit validation procedures may be expressed as knowledge bases (rule bases,

model bases, constraint bases and advice bases) having semantics compatible with
the rmes family of rule- and model based expert system shells. This has been
demonstrated by two knowledge base benchmarks created on the basis of a
synthetic credit validation procedure for small businesses: an elementary exact
benchmark and an elementary uncertain benchmark. The benefits of this approach
have been discussed.

• The elementary uncertain approach resulted in a more detailed and more precise
model of the credit validation process as compared with the elementary exact
approach. This seemingly paradox is due to the fact, that – because of the presence
of certainty factors – the elementary uncertain knowledge base may be equipped
with more knowledge regarding the credit applicant as compared with the
elementary exact knowledge base.

• The thesis contains a methodological contribution concerned with determining the
certainty factor for elementary uncertain rules.

Legal applications of expert systems

A. Niederliński

Law seems to be one of the very few domains of human activity, the form and practice
of which has not changed substantially from its beginnings, i.e. from the 283 laws
contained in Hammurabi's law code, the first written code of laws in human history (c.
1700 years BC), Tora and Ten Commandments (Moses, c. 1300 years BC) and Solon's
code of laws (c. 621 BC) to the present times. Both in ancient times and nowadays, laws
were formulated as text files (in the broadest sense of the term) and its practice then and
now amounts to reasoning from those text files, performed by excellent minds of highly
qualified specialists like lawyers and judges The structural similarities between expert
systems knowledge bases and various legal regulations are overwhelming and have
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been notice quite early. The issue has been the subject of many research projects,
monographs and technical solutions.

A few words are due regarding the domains of legal discourse, for which expert
systems technology will be discussed. In the sequel a distinction is made between:

1. Deterministic legal domains, for which no matter who does the reasoning, the
same conclusions follow. This is mainly due to its un-ambiguity, its un-
equivocalness. There seems to be a large number of such legal domains, e.g. in
corporate finance, in banking. Statutory laws regulating social insurances and
old-age pensions belong to deterministic domains as well. For deterministic
legal domains expert systems are becoming more and more a viable alternative
compared to the prevailing status quo.

2. Non-deterministic legal domains, for which the outcome of reasoning depends to
some non-negligible extent on who does the reasoning. Nondeterministic
domains, as in civil law and tort, contain usually uncertain variables like "low
social harmfulness", "ill will", evaluated differently by different lawyers and
leading to different conclusions. The application of expert system to non-
deterministic legal domains may safely be considered to be still in its infancy
stage.

The research aims at investigating the suitability of the rmes rule- and model based
expert system shells for deterministic legal domains.

Automated timetabling via constraint programming

W. Legierski

Ph.D. thesis “Automated Timetabling via Constraint Programming” by Wojciech
Legierski tries to prove that Constraint Programming may be used as a powerful tool to
solve Timetabling Problems for two most popular categories - Class-Teacher
Timetabling Problems and University Course Timetabling Problems. To attain this goal
the following tasks were performed:
• Soft constraining was presented in a unified way, effective search methods were

presented for taking them into account. The methods were implemented using the
Constraint Programming paradigm.

• Original and effective custom-tailored distribution strategies were developed.
They rely upon the proposed idea of constraining while distributing, which
allowed to effectively handle constraints and search for ’good’ timetables straight
away.

• Original and effective custom-tailored search methods were developed to
enhanced search effectiveness of timetabling solutions.

• Integration of Local Search techniques into the Constraint Programming paradigm
with use of space-based search enhanced search effectiveness of timetabling
solutions.

• Two real-world timetabling problems were solved using a custom-tailored
distribution strategy and a custom-tailored search method.

• Small instances of University Course Timetabling Problem (UCTP) benchmarks
were effectively solved and the results were much better than results using
random search methods as reported in literature. Proposals for using Constraint
Programming for larger instances were formulated.
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The developed automated timetabling system was successfully launched at the
Department of Automation, Electronics and Computer Science.

Global Constraints Library to ECLiPSe

T. Szczygieł

Constraint programming is the field of research, ranging from theoretical area in
mathematical logic to practical applications area such as job-shop scheduling.
Constraint programming is concerned with solving instances of the Constraint
Satisfaction Problem (CSP). The difficult practical problems can be expressed
declaratively in terms of variables and constraints. The variables range over a (finite) set
of values and typically denote alternative decisions to be taken. The constraints are
expressed as relations over subsets of variables and restrict feasible value combinations
for the variables. Constraints can be given: explicitly, by listing all possible rules or
implicitly, by describing a relation in some (mathematical) form. A feasible solution is
an assignment of variables to value which satisfies all constraints. The classical
scheduling problems include the following problems: job-shop scheduling, open shop
scheduling, cycle shop scheduling, online scheduling.

The problem of scheduling activities is a discrete optimization problem and
therefore very hard to solve in practice (most of the scheduling problems are NP-Hard).
To find good solutions or even solutions that meet all constraints, one has to explore a
gigantic search space, most often exponential with the size of the problem. As a brutal
exploration of the search space is not possible, several techniques have been proposed in
the past forty years, including Mixed Integer Linear Programming, Branch-and-Bound
or more recently Constraint Programming.

Generally, the global constraint library is focused on constraint programming
techniques for various problems. The efficiency of constraint based scheduling
applications could be drastically improved by using dedicated heuristic techniques: on
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the one hand operations research offers efficient algorithms to solve problems that
however might not be well suited to be used in practice, on the other hand constraint
programming offers algorithms that are more generally applicable, but that might suffer
from somewhat poor performance.

Workshop on Constraint Programming for Decision and Control

Niederliński, J. Figwer, T. Szczygieł

Professor Niederliński is acting as Chairman of Scientific Committee and Dr. Figwer as
Chairman of the Organising Committee of the Workshop on Constraint Programming
for Decision and Control. The 7th Workshops (CPDC’2005) was organised by the
Computer Control Group and took place at Gliwice 2005. The homepage of the
Workshop is http://kss.ia.polsl.gliwice.pl/kss/.

The CPDC Workshops are an attempt to bring together people from Polish
Universities interested in using Constraint Programming (CP) or Constraint Logic
Programming (CLP) for decision or control problem solving. To provide a better
perspective on what others are doing, avoid being hampered by language barriers and
create for all participants the opportunity to merge into the large international CP/CLP
community, the Workshop was envisaged to be run in English. It addressed first of all
the needs of graduate students working on theses using CP or CLP tools.

Papers presented during the CPDC'2005 Workshops were devoted to combinatorial
decision and control problems like time-tabling, production planning, scheduling and
resource allocation as well as combinatorial and mixed optimisation problems.

The Proceedings of the Workshop have been published, see below (left).
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Editing the Archives of Control Sciences quarterly

Prof. A. Niederliński is the Editor in Chief of Archives of Control Sciences (a quarterly
of The Polish Academy of Science – committee of Automatic Control and Robotics –
see above, right). Dr Z. Ogonowski is Assistant Editor of the quarterly. There was 8
issues published in 2005 and 2006 year including special issues devoted to: “Human
Language Technologies as a Challenge for Computer Science and Linguistics” and
“Constraint Programming”. Total 80 papers have been published in the last 8 issues
with 47 papers from abroad. See the ACS homepage http://ia.polsl.gliwice.pl/acs for
abstracts of the papers.
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CONTROL SYSTEMS AND
CONTROL INSTRUMENTATION

GROUP
GENERAL INFORMATIONS

The most important areas of research interests in the group are as follows:

• Modelling, simulation and control of continuous industrial processes,
• Theory and practice of modelling and simulation,
• Real-time simulation and training systems,
• Modelling, simulation and control of biotechnological processes in the

environment protection - aspects: activated sludge processes, sequencing batch
reactors, biofilm processes, biofilters,

• Modelling, simulation and control of biotechnological fermentation processes -
aspects: anaerobic processes, yeast fermentation, enzymatic processes,

• Intelligent equipment for automation: transmitters, actuators, regulators and
controllers,

• Distributed control systems – industrial networks, agent-based control, holonic
systems,

• Programming of digital regulators, controllers, monitoring and SCADA systems,
• Low-cost PC-based control systems,
• Development and design of control systems in chemical, power and

environmental protection industry,
• TCP/IP-based virtual plants, controllers and control systems, OPC.
• Microrobotics, microfluidics, microprocessing

The CSCI group consists of twelve researchers (including two titular professors
and one associate professor). The members of the group teach about twenty courses to
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about four hundred fifty students in two faculties: the faculty of Automatic Control,
Electronics and Computer Science and the faculty of Chemical Engineering. The
courses cover both traditional topics of modelling, simulation, control and
programming, and more recent topics in the real-time distributed systems and intelligent
instrumentation for automation fields.

Members of the Control Systems and Control Instrumentation Group were involved
in the project entitled “Hierarchical control system for biotechnological reactor based on
hybrid model” supported by the Polish Ministry of Scientific Research and Information
Technology under Grant No N514 006 31/1739 (2006-2008).

Moreover together with System Engineering Group two important educational
enterprises are undertaken. The first one started in the fall 2003 initiated new courses in
Information Processing and Control in Biotechnology for students in Automatic Control
and Robotics. The second one are interdepartmental studies in Biotechnology initiated
by three Faculties. Our Faculty is responsible for specialization Bioinformatics and the
study will start in the fall 2005.

RESEARCH ACTIVITY

Although the members of the CSCI group present some theoretical research results in
the international publications (see bibliography), the most important area of teaching
and research activities are concerning the real-world experimental investigations. The
majority of support obtained by the CSCI group within the last years was used for
design and development of semi-industrial-scale pilot plants treated as real-world
control plants. All of these plants include real-world industrial measurement and control
equipment. A new area of R&D activity deals with the application of the Internet both
for development of virtual control systems and information-layer supervisory control
systems based on TCP/IP and OPC connection; as well as for distribution of real-world
control data from control plants by the Internet. The newest research activity deals with
agent-based and holonic technology applied for intelligent and mobile control and
monitoring as well as microrobotics and microprocess technology.

The following notes present chosen pilot plants and research results.

Industrial-scale heat distribution pilot plant

M. Metzger, P. Łaszczyk, K. Pasek

The industrial scale heat distribution pilot plant was developed and worked out at the
laboratory of the CSCI group in the nineties. This pilot plant has a structure of a real
heating system with flexible connections of the heat receivers. This structure itself was
developed on the basis of the real industrial heat distribution plant and it consists of
three heat exchangers of different type, the mixing tank, the electric water heater and the
several water circuits. In the primary circuit the water is pumped from the electric heater
to the spiral-tube heat exchanger HE1, which then transfers a part of the heat energy to
the secondary circuit consisting of the plate-type heat exchanger HE2 and of the double-
pipe heat exchanger HE3. The outlet water from the heat exchangers of the secondary
circuit finally flows into mixer.

Nowadays the optimal control of heat distribution plants is the important challenge
in the field of the energy saving strategy. The flexible structure of our pilot plant allows
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us to operate the installation in the most important classical modes. Moreover, both the
classical PID and the advanced low-level control algorithms, relevant to the chosen
operating mode, can be applied to the plant and compared. There is also the possibility
of the application of the high-level monitoring and SCADA systems, both classical and
advanced based on the artificial intelligence.

EH HE1 HE2
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V1 V2 V3

V6

TEC TSP

TSC

TEM

TEP

TM

TEM

T SM1

Ph

FC FP

FM

H

TEM

T SM2

HE3

V4

Fig. 1. Heat distribution pilot plant.

Figure 1 shows the location of the temperature sensors applied to collect the
measurement data of the controlled variables. There are also two additional controlled
quantities: the water flow rate FC in the primary circuit and the water level H in the
mixer. It is possible to use six valves as the control variables.

Pilot exothermic batch and continuous chemical reactor

M. Metzger

Both the continuous and the batch stirred tank reactors, considered as the control plants,
are ones of the most frequently investigated processes. The classical irreversible BA →
exothermic reaction, taking place in the reactor, is a great challenge faced by the
automatic control engineers due to the nonlinear and non-stationary behaviour of this
process. A very interesting control problem deals with the working-point regime of this
process in which an open-loop operation is unstable. Therefore, for this kind of
processes, there is a need to develop the sophisticated low-level control algorithms and
then to compare their performance with the classical PID controller.

The idea of the structure of this pilot plant (see Fig. 1) is based on the following. In
the real-world plants the equipment for measurement of the substrates and products
concentrations are very expensive and in majority of cases it is impossible to obtain the
continuous or discrete measurement data of these parameters. Therefore only the inlet
and outlet temperature can be considered as the controlled variables since the
temperature can be easily measured on-line.

When only temperature measurement data is accessible and the temperature inside
the reactor is the controlled variable, the process of the cooling of the exothermic
chemical reactor with the application of the cooling jacket can be considered as the heat
exchange process. Therefore it is possible to carry out the process only with the water
inside the reactor tank. The heat, produced in the reactor due to the exothermic chemical
reaction that should take place inside the reactor, can be simulated by means of the
computer-controlled electric heater (see Fig. 1a). This approach allows us to ensure the
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low costs of the experiments and to avoid the problem of the security standards due to
the operating of the chemical reaction.

a) Simplified scheme of the pilot plant
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Fig. 1. Heating network with embedded exothermic reactor.

It is important to note that the temperature sensors, the flow meters and the control
valves with actuators are the real industrial equipment – only the heat produced due to
the reaction taking place is simulated. The pilot hybrid stirred tank reactor is designed in
a special manner that it will be possible to incorporate this new stirred tank reactor to
existing heat distribution installation. It was possible to connect the jacket of the
chemical reactor into the heat distribution pilot plant to ensure the possibility of
adjusting the inlet jacket temperature and the possibility of heating and cooling of the
reactor jacket by means of two existing heat exchangers.

The reactor must be heated by the jacket for initialisation of the reaction, whereas it
must be cooled when the exothermic reaction takes place (which will be simulated by
controlled heater in the reactor). The simulated part of the pilot plant represents the
value of the power Pe, which should be calculated in the real-time as control variable.

Neutralization pilot plant

M. Metzger, D. Choiński

The modern neutralisation pilot plant has been designed and worked out at the
laboratory of the CSCI group. The installation itself is a scale model of a real industrial
neutralisation plant with two neutralisation reactors (stirred mixers) and with flexible
connections of the injection pipes. There is also a possibility to carry out the in-line
neutralisation process with the application of the in-line injection. The design features
allow this installation to be considered as a first stage of the complete neutralisation and
biological wastewater treatment plant that has been developed at our laboratory.

The simplified scheme of the neutralisation pilot plant is presented in Fig. 1. Three
real-world industrial dosing systems with metering pumps from Milton Roy were
chosen to dose the reactants (acid and base) into the reactors. The especially designed
system of two reactors was manufactured by Hydro-Eco-Invest. The three-input, three-
output selector allows us to distribute the liquids into three separately chosen points of
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installation. The system of two stirred reactors is the main part of the plant. Each reactor
has two injection points and is equipped with industrial pH-meter from Hydro-Eco-
Invest. The remote pH measurement system consists of the pipeline, the peristaltic
pump from Masterflex, the flow meter from Cole-Parmer and flow-through cell
manufactured especially for this plant. Injection T-connector allows us to provide the
in-line injection (in-line neutralisation process). The flexible pipeline system allows us
to obtain different structures of the plant.

a) Simplified scheme of the pilot plant
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Fig. 1. Neutralization pilot plant with flexible tubing connections.

The monitoring and control instrumentation consists of two systems a) the
FieldPoint™ modular distributed system from the National Instruments with LabVIEW™

and LabWindows/CVI™ software; b) the Logix system from Rockwell-Allen-Bradley
with RSLogix 5000 and RSView software.

Pilot switcheable SBR and SOCP processes for biological wastewater treatment

M. Metzger, D. Choiński, W. Nocoń

The classical continuous activated sludge process should contain at least two (aerobic
and anoxic) reactors for both carbon and nitrogen removal. Although such classical
processes are widely used, sequentially operated continuous processes (SOCP) and
sequencing batch reactors (SBR) are an attractive alternative. In these processes, carbon
and nitrogen removal can be accomplished in only one bioreactor in which the aerobic
and anoxic phases are periodically sequenced.

In comparison to classical continuous biological processes when the process can be
carried out without any control system, the sequences of the periodically operated
process must be controlled and thus the development of the SBR (or SOCP) as a real-
world pilot plant can be very interesting for the real-world experiments.

During the year 2000 a great effort has been done to design and develop the pilot
plant. A special 30-liter SBR with appropriate fitting system as well as the pH, Redox
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and dissolved oxygen continuous measurements were carried out. The first control
experiments dealing with the hydraulic operations (fill, mixing, aeration and draw)
started at the 2001. In the 2002, a new idea has been developed. It can be noticed that
with very little financial costs the SBR reactor can be augmented with secondary
clarifier and in that way we can obtain the SOCP process in witch the same reactor used
as SBR can be applied as continuous aerator for sequentially operated continuous
process.

The control and monitoring with visualisation of the process are based on the new
distributed control systems from the National Instruments and from the Rockwell-Allen-
Bradley. The spectrophotometer and COD reactor from the Hach allows us to analyse
COD, nitrates and nitrites as well as ammonia nutrients according to the international
standards for wastewater measurements.

a) Simplified scheme of the pilot plant
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Fig. 1. Architecture of the enhanced pilot SOCP with a possibility of the biomass
concentration control.

The first control experiments dealing with the hydraulic operations (fill, mixing,
aeration and draw) and with switching between SBR and SOCP processes will start at
the beginning of the 2003. After that, in the 2004 first growth of the appropriate
microbiological cultures and the experiments of the carbon and nitrogen removal with
synthetic municipal wastewater have been carried out.

In the 2004, a new extension of the pilot plant has been developed. Figure 1 shows
the newest extension of the plant. The bioreactor is fed with synthetic wastewater from
a wastewater tank using Pump 1. Although an overflow from the reactor to the settler is
physically realized, when the volume of the reactor should be kept at a lower level, the
peristaltic pump (Pump 4) is used to feed the settler. This pump, together with a
pressure transducer that is used to measure the reactor level, are both used to maintain
the appropriate level in the bioreactor. The bioreactor is aerated using air pump (u4).
The recycle of condensed sludge from the settler to the bioreactor is realized by another
peristaltic pump (Pump 3). Two mixers are available: one (M1) used to maintain
uniform sludge concentration throughout the bioreactor, and the other (M2) used to
gently mix the bottom part of the settler. Appropriate manipulations with both flows
between the reactor and the settler as well as with mixers speed allows us to, for
example, temporary storage of the sludge majority in the reactor or in the settler. In the
2006/2007 two advanced measurement systems – the UV spectrophotometer and the
FISH enhanced analytical possibilities.
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Batch sedimentation pilot-plant

M. Metzger, W. Nocoń

Sedimentation is one of the most widely used techniques of separation in the chemical,
mineral and wastewater treatment processes. The process takes place in a settler, where
solid particles suspended in a liquid are settling downward, leaving clear water at the
top of the settler and concentrated slurry at the bottom. This downward movement of
solids is caused by gravitational force. Two types of the sedimentation process can by
distinguished: continuous sedimentation (solids are continuously fed into the settler)
and batch sedimentation (the settler is filled with liquid containing suspended solids and
settling occurs afterwards).

An experimental batch sedimentation pilot-plant has been designed and developed
in the Control Systems and Control Instrumentation Group at the Institute of Automatic
Control. This pilot-plant is schematically shown in Figure 1a, and its view is shown in
Figure 1b. The sedimentation process takes place in the settler where the level of liquid
is measured by a pressure transducer (y2). The cleared water is removed from the settler
by a Masterflex peristaltic pump (u2: on/off or continuous flow control) and the suction
nozzle is mounted on the float. A turbidity sensor (y1) is mounted on the same float and
is used to indicate the presence of solids in the water being removed form the settler.
The sensor itself was developed in the CSCI group is designed to be a low cost indicator
of sludge blanket presence. The cleared water is fed into the supply tank from which it
can be returned to the settler by a second pump (u3: on/off). A stirrer is provided (u1:
on/off) to stir the suspended solids inside the settler. The measurement signals and
control variables are accessed in a PC computer using the FieldPoint Modular I/O
System. In 2007 the new distributed control system from MetsoDNA enhanced control
experiments. The pilot plant can be also connectod to the Simatic S7 control system.

a) Simplified scheme of the pilot plant
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Fig. 1. Batch sedimentation pilot plant.
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This pilot plant is used to design and test different methods and algorithms for control
of the clearing processes in batch settlers (including identification of sedimentation
process parameters from the simple measurements, calibration of simple sensors and
optimisation of the clearing processes). Moreover, it serves as an excellent educational
example of non-trivial real-world processes with highly non-linear dynamics.

Combustion pilot plant

K.Pasek, M.Metzger

Basing on the old famous “Senkała kiln” the new combustion laboratory stand has been
carried out in 2006/2007. Except old kiln all the instrumentation is new and has been
integrated and carried out in a new stand. The plant was developed in such way that
different control systems can be connected by standard signals. The plant is presented in
Figure 1.

a) Simplified scheme of the pilot plant
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Fig. 1. Combustion process

Hydraulic pilot-plant with strong nonlinearities

M. Metzger

The problems of nonlinear control are still big challenge in the modern control theory.
Although a big number of theoretical investigations are published each year, there are a
very little communications dealing with real-world nonlinear processes. Immortal
control objects such as exothermic continuous stirred tank reactor as weel as pH
neutralization (although having strongly nonlinear mathematical models) in most cases
can be controlled in a working point of the process even by simple PID controller.
Hence, it will be very interesting to design a real-world process that is characterized by
strong nonlinearity and should be controlled in whole limit of the nonlinearity. In
2006/2007 such a pilot plant has been designed, developed and carried out in the CSCI
laboratory. The idea of the new hydraulic plant is presented in Fig. 1a, while Fig. 1b
shows photo of realised plant.
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a) Simplified scheme of the pilot plant
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Fig. 1. Hydraulic pilot-plant with flexible two-tank architecture.

Broad range of changes of liquid’s surface area in the left tank causes that time constant
of the flow process changes even two hundred times. The right tank can be used
classically with a constant liquid’s surface area (solid line) or can be tilted to exhibit
surface area changing about fifty times depending on liquid’s level (dotted line). In both
tanks the level should be controlled in the whole possible range.
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Fig. 2. Possibilities one/two tank and linear/nonlinear dynamic systems.

A vast number of various interesting cases of one/two tank systems can be configured
by appropriate tube connections and switching valves (Fig. 2) including both
interconnected (with hydraulic feedback) and “tank-in-serie” systems.
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Architectures of network-based Distributed Control Systems
for CSCI pilot plants

M. Metzger

Over the past two decades decentralised, distributed control systems appear as a well-
agreed standard in the automatic control. The big world producers offer very expensive,
different communication network systems for all layers of control. One of the most
important steps in the development of real-world control system is this system testing.
Control software and control instrumentation can be tested on the real-time simulators.
However, the most important tests should be carried out on the real-world plants.
Although testing control equipment on the semi-industrial scale pilot plants is more
expensive than on the simulators, it is also more realistic.

A big effort was made over the last years in the CSCI group for design,
development and building of semi-industrial scale pilot plants treated as real-world
control plants. All of these plants include real-world professional industrial
measurement and control instrumentation. The control instrumentation allows
developing distributed control systems for operating, control and device levels of data
transmission.

Several real-world distributed control systems have been designed, developed and
carried out in the CSCI group. All of them are designed for control of our pilot plants.

The first system (see Fig.1) designed for all pilot plants is based on hardware and
software from the National Instruments.
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This system exerts only one standard of data transmission based on the Ethernet. The
SS2 Switch 3300/100Mhz equipment allows communication with an application of
TCP/IP and OPC protocols.

Five FieldPoint type controllers (majority of them are the newest FP-20XX-serie
controllers with hard real-time operating system and the www capabilities) and
appropriate data acquisition boards allow distributed control and monitoring. The
system can be programmed with an application of the LabVIEW standard, and that is
why it will be very user-friendly for research and teaching. The supervisory information
system, presented in Fig. 1, will be an experimental plant for comparative investigations
of transmission possibilities.

The second system is based on another idea. Namely, it is an industrial system
from one of the world’s most-advanced systems from a big producer.
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The Logix system from Rockwell-Allen-Bradley includes five controllers: two
ControlLogix and three FlexLogix as well as one Flex I/O for distributed data
acquisition. Three of them are connected to the pilot plants (Fig.2).

The Rockwell system includes three-level open architecture of data transmission:
namely, the information, control and device levels. The Ethernet, ControlNet and
DeviceNet standards offer services for these levels respectively.
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Although the hardware and the software of the Logix system demand more
sophisticated knowledge but also show the problems in the area of designing real-world,
multi-level-network distributed control systems.

Over the last years the appropriate control and information instrumentation has been
completed. Both systems were designed and carried out in the form presented in Fig. 1
and Fig.2. The members of the CSCI group as well as our graduate students and
doctorants have performed several aplications.

The PCS7 (Simatic S7) distributed control system from Siemens is very frequently
used in the European industry. Hence, this system should be included in the educational
and experimental schedule. Three Simatic S7-300 controllers are connected to the pilot
plants at the laboratories 331, 331a, 340 (Fig. 3).
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Fig. 3. Architecture of the distributed control system based on the Simatic system.

It will be very interesting to apply also the PCS7 Simatic system (although not
connected to pilot plants in 233, 234 and 238 laboratories) as the third distributed
control system for these plants. A concept of not too much complicated, Intranet-based
communication can solve this problem. Using the FieldPoint system as distributed field
I/O moduls (connected to the pilot plants) we can connect digitally by the Ethernet the
PCS7 Simatic controllers to our pilot plants. The architecture of the distributed control
system based on the transfer data between Simatic and FieldPoint systems is presented
in Fig. 4.

Five remotely controlled web-cams augment the capabilities of the control and
monitoring system based on DCS. Those capabilities can be very useful especially for
educational purposes
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The distributed control system offered by metsoDNA has some interesting features. The
design and programming of control system in the metsoDNA system should be
performed in the AutoCad environment. Such feature can be interesting for educational
purposes.
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Real-time control strategies for sequentially operated
continuous wastewater treatment process

D. Choiński, W. Nocoń, M. Metzger

The substrate reduction depends on many factors characterising biological growth rate.
The simulation studies show that substrate reduction strongly depends of the initial
biomass concentration. Hence, a possibility of changing the biomass concentration in
the bioreactor can be very attractive for enhancing flexibility of the wastewater
treatment processes especially in the presence of large fluctuations of the inflow loads.
A real-time sequential control strategy based on such idea has been developed and
realised for an enhanced sequentially operated continuous process. Real-world
experiments were performed on semi-industrial pilot plant presented above. This
application is presented in this note based on [III.20], [III.21, [III.22].

The principle of controlling the biomass concentration in the bioreactor is based on
the recognition that microorganisms satisfy their maintenance energy requirements in
preference to producing additional biomass. In a substrate limited environment it is
reasonable to expect that microorganisms’ allocation of carbon source will
preferentially be oriented towards satisfying their maintenance energy requirements and
not towards their anabolic functions (biomass generation). The consequence is that the
biomass production decreases proportionally to the biomass concentration. A method
for reducing the generation of excess biomass during wastewater treatment has been
presented and was based mainly on control of the recycle of biomass from the settler
back into the reactor.

In a steady-state operation of the wastewater treatment plant it is assumed that the
load variations are relatively low. The dissolved oxygen set point level is selected so
that the nitrification process is assured, and the recycle flow is selected so that the
appropriate sludge age is maintained. For this reason, using the recycle flow as a
manipulated variable for the biomass concentration control is not advised.

In this note an alternative method for controlling the biomass concentration is
presented. It is based on the fact, that during steady state operations, the biomass
concentration is maintained at a constant level. If however a need to alter the biomass
concentration arises, a certain operation will be performed that will sequentially change
this concentration.

In a classical approach, the continuous wastewater treatment plant is configured as
presented in Fig. 1.

The plant consists of two separate tanks: bioreactor in which all the biochemical
reactions are taking place, and the settler in which the separation of activated sludge
flocs from water occurs. The wastewater reaching the plant is fed directly into the
reactor. The volume of the bioreactor is assumed constant, which is usually realized by
an overflow linked to the settler. The thickened sludge from the bottom of the settler is
fed back into the reactor using a recycle pump, while the clarified water is removed by
an overflow are directed out of the wastewater treatment system. In the pilot-plant used
in the experiments, the recycle flow and the settler mixer are operated quasi-
continuously using, the pulse-width modulation (PWM) control.

The proposed control scheme implies the following requirements:

- the bioreactor must possess the capability to operate with different volumes and a
possibility to operate in a batch mode,

- the settler, being a constant volume tank, must possess the capability to operate
with a varying solid retention time.
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The first requirement is fulfilled by using an explicitly controlled pump instead of an
overflow (Fig. 2). Level in the reactor is measured and a simple control algorithm (LC)
is applied to maintain a constant level inside the bioreactor. Therefore, in a steady-state
operation, the reactor works with a constant volume, but the set point level (LSP) may be
changed if needed. The batch mode may be realized for example by setting the QSB and
QBS flows to zero (switching the pumps off) and by stopping the mixer (M1) in the
bioreactor in order to commence the settling phase.
The second requirement (a settler with a varying solid retention time) may be fulfilled
by applying a gentle mixing at the bottom of the settler. The mixer (M2) is usually used
to maintain a unified thickening process. However, it may also be used to change the
solid retention time by changing the mixing speed (for a longer solid retention time, the
mixing speed must be increased).

When the mentioned requirements are fulfilled the appropriete sequences for
changing biomass concentration (X) inside the reactor may be applied.

For example, when a need to condense the biomass in the reactor arises, the
following sequence of operation is carried out (Fig. 3):

1. The overflow pump (QBS) is switched off.
2. Mixing in the bioreactor (M1) is stopped.
3. Mixing inside the settler is also stopped to perform a rapid thickening of the

biomass at the bottom of the setter.
4. When the thickening process in the settler reaches a satisfying level, the recycle

pump (QSB flow) is used to move the biomass into the reactor.
5. Because the mixer (M1) in the bioreactor is switched off, the sedimentation

process occurs and a clarified zone at the top part of the reactor is created
enabling the reduction of reactor volume without reducing the amount of
biomass.

6. After a certain period of time that is required for the whole biomass to settle
(including the biomass pumped from the settler), a new level set point is
generated and the overflow pump (QBS) is switched back to it’s normal
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operation. The new set point may either be the same as the previous one or, if
higher concentration of biomass is needed, the new set point may be lower.

Fig. 3. Sequence for increasing biomass concentration.

The control system for the pilot-plant is realized using the distributed control system
build and operated at the CSCI group (see precedings note). At present, the FieldPoint
2010 controller, programmed using LabVIEW, is used. Utilization of Alan-Bradley
Flex-Logix controller is also possible. The HMI panel of the SCADA application is
presented in Fig. 4. In addition to realizing the control logic, this application allows
manual control, data recording and an Internet-based remote access to the pilot-plant.

The purpose of the first experiments was to prove that activated sludge process
performance control by changing the biomass concentration in the bioreactor is
possible. The standard operation of the plant requires the dissolved oxygen in the
reactor to be controlled at different set points. A set point of 1,5 [mg O2/l] is applied to
maintain aerobic conditions in the reactor while a set point of 0,1 [mg O2/l] is applied to
maintain anoxic conditions. The aerobic phase lasts for 100 [min] while the anoxic
phase lasts for 90 [min].

Fig. 4. HMI of the SCADA application used to supervise and control.
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Fig. 5. Influence of the biomass concentration on the denitrification process.

In order to examine the influence of biomass concentration on the denitrification
process, a sequence for increasing biomass concentration has been applied during the
aerobic phase (Fig. 5). First, at about 3,5 [h], the sequence has been performed without
changing the set point level in the reactor. It resulted in the biomass accumulated in the
settler to be moved into the reactor. Such operation decreased the minimum ORP
(oxidation-reduction potential) value attained during the anoxic phase by 16 [mV] (from
268 [mV] to 252 [mV]), thus intensifying the denitrification process. Secondly, at about
6,3 [h] another sequence has been applied, but this time, with a lower set point level and
the biomass in the reactor has been condensed.

Fig.6. Presentation of the biomass manipulations. After the thickened sludge is pumped
from the settler into the reactor, which results in a drop of level in the setter (right image)
and a corresponding rise of level in the reactor, a new set point level is determined and
reached by the controller. Mixing in the reactor starts (left image) and the system restarts
it’s normal continuous operation with a changed biomass concentration.
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This resulted in a drop of the minimum ORP value attained during the anoxic phase by
an additional 30 [mV] (from 252 [mV] to 222 [mV]). Obviously, it must be stated, that
in the experiment, substrate was not the limiting factor in the reactions. Example of the
sequence performed is pictured in Fig. 6.

Based on real-world experiments a methodology for a sequential change of the
continuous wastewater treatment plant has been presented. It modifies the operation of
the WWTP in such a way, that when a need to change the biomass concentration in the
bioreactor arises, a certain sequence of events may be applied. Hence, a possibility of
using the biomass concentration as a control variable is provided. In addition, the
presented methodology, does not interfere with the sludge age control by leaving the
recycle flow as an independent control variable. In other words, the presented
methodology posses a potential for increasing the controllability of the wastewater
treatment plant. These results are very interesting for teaching purposes taking into
consideration participation of the CSCI group in the biotechnology field of education.

B-BAC: the Balance-Based Adaptive Control Methodology
for a Wide Class of Industrial Processes

Jacek Czeczot

The Balance-Based Adaptive Control (B-BAC) methodology combines simplicity and
generality that are characteristic of the classical PID controller and very good control
performance and robustness resulting partially from its adaptability and feedforward
action and partially from the characteristic properties of the methodology itself. B-BAC
is dedicated to control a wide class of technological processes and its generality follows
from the fact that the control law is derived on the basis of the simplified part of a
nonlinear physical model of a process, namely on the general balance-based dynamic
equation describing a controlled variable, which always has the affine form. In this
equation, the nonlinearity, resulting from a number of reactions and/or heat exchange
phenomena taking place due to a process, is represented by the only one time varying
term. Moreover, this term can additionally represent the modeling uncertainties and
inaccuracy. Its value is not measurable and thus it must be estimated on-line. However,
since there is only this one parameter to estimate, it can be easily managed by the scalar
form of the recursive least-squares procedure basing on the same simplified model of a
process. This approach allows us to avoid common difficulties either with large
uncertainty on the reaction and/or heat exchange kinetics and nonlinearities as well as
with the multiparameter identification. Moreover, there is no longer a need to know the
complete form of the physical model of the process. Only its part, describing a
controlled variable, must be given in the simplified form.

We can apply the B-BAC methodology if there is a possibility to define the control
goal in the following way: one of the parameters characterizing a process, defined here
as Y(t) and called the controlled variable, should be kept equal to its pre-defined set-
point Ysp. Y(t) can be chosen as one of state variables (a component concentration or the
temperature) or as a combination of two or more state variables. In a process a number
of isothermal or nonisothermal biochemical reactions and/or heat exchange phenomena
with unknown kinetics can take place. A process itself takes place in a tank with time
varying volume V(t) [m3].

The generality of the B-BAC methodology ensures that it can be considered as an
interesting alternative for the classical PID controller. The control performance of the
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B-BAC algorithm in the application to different technological processes was validated
by computer simulation and can be found in [III.1], [III.3], [III.14], and [III.25].
Moreover, the properties of the estimation procedure are investigated both analytically
(proof of convergence) [III.4] and by simulation [III.24]. The suggestions for the
practical implementation of the B-BAC methodology either in the form of the virtual
controller and on the stand-alone PLC can be found in [III.5].

Practical validation of the B-BAC methodology

Jacek Czeczot, Piotr Łaszczyk, Mieczysław Metzger

For the practical validation the B- BAController has been applied to regulate the
temperature at the outlet of the electric flow heater [III.1]. The controller synthesis and
its simulation verification can be found in [III.14]. The experiments were carried out on
the part of the heat distribution pilot plant that works at the laboratory of Institute of
Automatic Control. The final form of the B-BAController with the complete
feedforward action resulting from the additional measurements of the disturbing signals
has been compared to its minimum form, which requires only the measurement data of
the controlled outlet temperature. Additionally, the control performance of both B-
BAControllers has been compared with the control performance of the conventional PI
controller that still can be considered as the benchmark for every new control strategy
due to its very large popularity in the industrial practice. Every considered control
strategy has been implemented on the standard PC equipped with the plug-in analog I/O
cards and with the LabWindows programming environment from National Instruments.
During the experiments the sampling time has been set as TR = 0.1 [sec]. The
conventional PI controllers have been tuned on the basis of the open-loop step response
of the particular system with additional retuning by the trial and error method to ensure
satisfying control performance for a wide range of the disturbances changes. The B-
BAControllers have been tuned only by the trial and error method. Because of the
presence of the measurement noise it was necessary to apply the preliminary filtration
of all required measurement data. The filtration was carried out by the first-order digital
linear filters and the best results were achieved for the filter constant λF = 0.5. These
filters have been applied for both B-BAControllers and for the conventional PI
controller.

Figure 1 shows the chosen results of the performance of the considered controllers
in the presence of the indicated step changes of the most significant disturbance – the
flow rate of the water flowing through the chamber of the electric flow heater. Let us
note that the B-BAController with the complete feedforward action significantly
outperforms the other two controllers providing superior disturbance rejection
characteristics, which results from the fact that the overshoots for this case are slightly
smaller than for the minimum form of the B-BAController and significantly smaller
than for the conventional PI controller.

Although so far the practical experiments with the B-BAC methodology are
limited only to the electric flow heater, the results are promising in our opinion and thus
the future investigations will concentrate on the further practical experiments in the
application to different systems and on the practical implementation on the industrial
PLC devices.
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Fig. 1. Closed-loop responses for the electric flow heater in the presence of
the step changes of the disturbing flow rate.

Agent  007

M. Metzger

Nowadays automation and information systems designed for industrial plants are
complex, large and include a lot of different components such as control
instrumentation, control software and communication networks. Integration of the
process control system and finally an operation of the process during normal
exploitation as well as in emergency situations are difficult tasks. For this reason an
advanced control system (apart from standard controllers and computers) should include
several additional techniques such as real-time communication with databases or agent-
based and holonic control systems.

Fundamentals of agent-based theory seem to be well-defined in recent publications
over the last decade. Such technology is very convenient for network–based distributed
database systems, artificial intelligence and information science. One can found some
propositions for manufacturing control and mobile multirobot systems.

A big effort was made over the years 2006/2007 in the CSCI group for adaptation
the agent and holonic systems for process control. Five following notes present the most
interesting results published in 2007 in the Springer Lecture Notes serie [III.8-III.11]
and [III.13].

Multi-agent System for Hierarchical Control with Self-organising Database

D. Choiński, W. Nocoń, M. Metzger

For biotechnological processes, which include very complex biological, chemical and
thermodynamical processes, the distributed control system should take into
consideration a flexible cooperation with database in different levels of control and
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remote access for experts, especially in emergency situations. Therefore, biological
processes are especially sensible to inadequate decisions. Hence, a complex control
systems should bundle different hardware and software technologies, the later being
especially important, for accomplishing such tasks. The major problem deals with
appropriate synthesis of flexible network-based computer and control instrumentation
system, which should make a flexible access and update of control data, process events,
operator and external expert decisions and negotiations possible – all viewed and
actualised in real time.

The paper [III. 8] presents a hierarchical and multi-agent control and information
system with real-time update of a self organising database, as well as with negotiation
capability for control events and decisions. Architecture of the multiagent system is
presented in Fig.1, while Fig.2 shows an example of object states transition in hybrid
hierarchical and multi-agent control system.
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Fig. 1. Architecture of the multi-agent system.
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transition in hybrid hierarchical and
multi-agent control system.

A practical application is presented, that utilizes the OPC technology in the continuous-
time part, and scripts using XML in the discrete-time part of the system for negotiation
and cooperation in multi-agent environment. The multi-agent feature is applied as an
improvement to a nonconventional biotechnological process control in the pilot plant. In
the proposed multiagent heterogeneous system the OPC plays an important role as
powerful communication technology especially dedicated for real-time distributed
control systems. This technology consists of OPC standard and specialized software
architectures offered by most of Distributed Control System  (DCS) vendors.

Application of the Holonic Approach in Distributed Control Systems Designing

D. Choiński, W. Nocoń, M. Metzger

Design of a multidisciplinary project is a complicated process requiring cooperation of
different designers specialized in particular branches of engineering (technology,
construction, power supply, control etc. Every entity of the system being designed is not
only an element of the designed hierarchical structure, but is also assessed and validated
with respect to the stated requirements. Those requirements address a reliable operation
of the particular elements of the technological system and of the control system,
realization of the supervisory control goals and adaptation of the plant to the changing
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technological or marketing requirements. Therefore, every entity of this structure may
be a subject of research and design of a new solution, and usually, this solution has a
complex structure that takes into account many technological or control algorithm
aspects. Those actions are usually grouped into stages: selection, modification:
upgrade/reduction and validation. Selection requires such a projection of the structure so
that the selected subsystem fully realizes those functions. Modification requires mutual
bindings between particular subsystems to be projected. The main problem is validation,
which requires a new structure to be realized within the existing structure, so that the
new functions do not violate the previously designed and used functions. Therefore, the
validation stage must usually be preceded with a reduction stage, for summarizing
entities to an appropriate level of abstraction. Such a presentation of the problem
enables employment of a holonic system paradigm. Realization of this paradigm
requires a data model that represents a set of concepts within a component and the
relationships between those concepts, namely an ontology. The ontology-based division
into subsystems may further be exploited by extending each subsystem with a software
part. The paper [III.9] proposes a holonic approach to validation of distributed control
systems considering also its hybrid architecture. The proposed holarchy (Fig. 1)
includes a multi-agent system (MAS), connected with a self-organization database and
ontology-based technology rules decomposition.

holonholon

holarchy  based on 
IEC 61346

product 
hierarchy

location 
hierarchy

function 
hierarchy

process 
function

power 
supply 

function

control 
function

Component 
ontology

SubsystemSubsystem

Taxonomy Expert  validation

Ω i+1Ω i+2

Ω i

Ω i+1Ω i+2

Ω itime-driven 
functions

event-driven 
Sequences S

f

S f

f

S

Design engineer

Su
pe

rv
is

or

Mediator

Fig.1. Holons composition for MAS.

Cooperative Validation in Distributed Control Systems Design

D. Choiński, M. Metzger, W. Nocoń, G. Polaków

Our research, using a biotechnological pilot-plant as an example, has proven that the
control system may be represented by a hybrid system model. This system consists of
an automaton having a finite number of states. Transition conditions between those
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states are described by two sets defining controllable and uncontrollable events. Control
of a system modelled in this way is realized within MAS. The control agent tries to
maintain the given state despite disruption caused by uncontrollable events, while the
supervisory agent tries to change the current state into another desirable state, by
applying a sequence of controllable events. Any transition functions that are missing or
not specified, may by developed by an expert.
Because of technological constraints and limited capabilities of measurement, control
and powering devices and also because of the information structure of the distributed
communication equipment, the system has been divided into subsystems. This division
is based on ontology that takes the semantics used in CAD systems into account. Apart
from the subsystems, the system possesses defined functions, the taxonomy of which is
based on phenomenological models. The main technological concepts are based on
those phenomenological models. Architecture of the proposed system [III.10] is
presented in Fig. 1.
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Agent–Based Approach for LabVIEW Developed Distributed Control Systems

G. Polaków, M. Metzger

Idea of networked software agents is particularly popular in the field of information
sciences dealing with distributed content, whereas in industrial automation its use is
usually limited to manufacturing systems. The work [III.13] presents a concept of
multi–agent networked system for automation of continuous processes. Some properties
of typical software agent (i.e. advanced high level languages and social skills) had to be
dropped in exchange for determinism and satisfying time performance in negotiations
between network–connected control components. The proposed environment is
National Instruments LabVIEW, very popular solution for automation and
measurement. LabVIEW is equipped with advanced data acquisition tools and is
capable of artificial intelligence methods, although it lacks agentification mechanisms.
A framework is presented, providing LabVIEW the required functionality.



122

It is difficult to assign an agent to non–discrete continuous physical phenomenon.
Therefore, it is assumed that each LabVIEW developed agent, is tied to one of the
clearly defined tasks of control system itself. Such tasks include:

• control: agent receives values of process variables and answers with values of
control variables;

• simulation: agent receives values of inputs of mathematical model and answers
with outputs of the model;

• data acquisition: on request agent sends value gathered from plant;
• visualisation: agent receives some values and presents them in human readable

form to system operator.
Described agents were communicating by means of TCP/IP protocol and they proved to
be especially useful in the field of learning and education as their modular composition
allowed for quick reconfiguration. The proposed architecture is shown in Fig.1, whereas
Fig. 2 shows external environment and internal structure of typical agent.
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Holonic Multiagent-Based System for Distributed Control of Semi-
industrial Pilot Plants

M. Metzger, G. Polaków

Semi-industrial pilot plants [III.16] are the best experimental domain for advanced
control systems testing with the real-world instrumentation. At the same time,
inexpensive flexible process real-time simulators and virtual soft controllers are
indispensable in the research and education field. Integrating control instrumentation of
varying manufacturers, plant simulators, and virtual controllers into uniform system
capable of flexible research and educational experiments is a complex problem to solve.
A tool is needed to describe and organise knowledge on such integrated structure
involving many communication channels and using distributed processing power. In the
presented case-study [III.11], holarchy paradigm is applied, resulting in an untypical
holonic multiagent system. The concept, architecture and development of application
framework for the system are also presented.

The physical structure of system under consideration is shown in Fig.1, whereas
Fig. 2 shows holarchy as a method of system integration.
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Producer-distributor-consumer communication scheme in Ethernet

G. Polaków, M. Metzger

In a typical three layered structure of a distributed control system nodes belonging to
distinctive layers of a system need to communicate with the system in a various ways.
Communication in each of layers has different characteristics (i.e. required round trip
time, total number of connections established, amount of data transmitted in a time
period). Requirements for these properties strongly vary form layer to layer.

It is interesting how particularly popular Ethernet networking standard is placed
in this context. Ethernet, which is a standard of local area networking, was designed
specifically for office and home use and is easily integrated with the Internet. Ethernet
is by its design predestined to work efficiently with the internet protocol suite (IP, TCP,
UDP), with a typical scenario of relatively infrequent transmissions of relatively large
data chunks (files, website pages). Because of this properties, Ethernet is perfect
solution as an environment for integration of distributed control systems in highest layer
dealing with the visualization, data storing and management cooperation. However,
popularity of the standard caused it to be considered as a medium for low level
networking and raw process data transmission also. To make such application of
Ethernet possible, it is required to develop new protocol (on top of the Ethernet’s native
low level protocol) which will be able to encapsulate control system’s process data.



124

There are such protocols available as retail products (e.g. Ethernet/IP, Industrial
Ethernet, ProfiNET), with broad range of openness and compatibility, starting with
closed proprietary protocols requiring modified networking hardware (with guaranteed
time determinism), ending with completely open and free protocols compatible with
office-grade cabling and standard hardware (although with unspecified timing
properties).

In case of protocols compatible with standard Ethernet hardware, it becomes
important to know, what are physical timing properties of Ethernet equipment, as this
information is required to properly define achievable timings of periodic data
transmissions (which are common in sampled continuous control systems). To make
such experiments conductible in an open way, with no perturbations coming from
properties of specific retail products, transparent protocol (with no use of previously
existing and potentially restricted intellectual property) was developed. The protocol
runs on top of the internet protocol suite and exploits specific properties of the UDP
protocol to model exact behavior of producer-distributor-consumer scheme based low
level industrial protocols.

Stage of the protocol design is currently over. The result of the accompanying
theoretical analysis of the Ethernet networking properties is a set of main requirements
(technology, cabling, topology, theoretical number of nodes), which have to be fulfilled
to assure that times of cyclic transmissions are determined. The most important issue is
an elimination of the carrier sense and collision detection (CSMA/CD) algorithm, which
introduces stochastic unpredictable behavior. Total elimination of the algorithm is
possible only in networks built using switching technology with full cabling allowing
for full-duplex mode of communication. However, switching technology (while
eliminates stochastic CSMA/CD) introduces another potential source of transmission
delays i.e. packet queues implemented in ports of switches.

Currently, in the CSCI group there is a research ongoing which has to determine
practical limits of the time capabilities of popular Ethernet switches available as retail
products. Switches are tested with the developed protocol, which is used in this case as
a model of a typical process data traffic present in industrial networks. Expected result
is a function showing how minimal achievable time period of cyclical transmissions
depends on a number of network nodes using the protocol. Influence of the disturbances
caused by external network traffic (in the same cabling) on the protocol’s characteristics
will be also investigated.

Simple engineering tuning of DMC controller

T. Kłopot, M. Metzger

Predictive control algorithms have many of advantages, however, a number of practical
implementations is still smaller than a number of traditional PID controllers using to
control. This case concern also to another advanced control algorithms. Basing on this,
it is possible to say that the traditional PID controllers still playing main role in control
applications. Mainly it is caused by more complicated construction of algorithms, but
also difficult stage of controller tune. Up until now, many attempts have been made to
create universal formulas for tuning of prediction controllers. Thanks this, stage of
controller tuning would be simpler and shorter. However, in spite of success in create
tuning strategies, those strategies offered too complicated dependences and very often
gives equivocal answer. Moreover, parameters obtained using offered formulas meet
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difficulties in realisation on commercial PLC controllers. Hence, the process engineers
still wait for not complicated tools for tune of predictive algorithms. The work was
focused on finding the tuning strategy for analytical version of SISO DMC algorithm
which is using for process, which could be approximated by FOPDT model.
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Fig.1. Idea of suggested tuning strategy.

Thanks to obtained tuning strategy, stage of controller tuning has been shorten, thus it
may have influence on economical benefits. Moreover using this strategy even the
“blind” tuning is possible. Suggested tuning method covers wide class of industrial
processes, which could be described by FOPDT model approximation but also untypical
plants like processes with lead time. Very important fact is that for presented class of
plants is possible to carry out automatic selection of DMC parameters even during
normal work of plant. It should be emphasized that FOPDT parameter taken for control
model gives only approximated dynamic behaviour of real plant. In spite of this the
control quality is acceptable. Provided theoretical investigations and practical
experiments [III.26], [III.27] proved correctness of proposed approach and designed
control algorithm.

Distributed parameters model of neutralisation process

K. Stebel, M. Metzger

Control of the pH neutralization process plays a very important role in chemical and
food industries such as the biochemical processes, wastewater treatments. Wastewater
neutralization is one of the most common and most difficult control applications due to
the multicomponent, buffered nature of the system whose composition is unknown and
non-stationary. For the purpose of control, efforts have been made in modelling of pH
processes. Most of works consider continuous stirred-tank neutralization reactor with
assumption of ideal mixing. In opposite to this fact publications considering distributed
parameters process are not present in literature. It is possible to find only a few
examples where pH gradient formation is investigated under the influence of applied
voltage. But these types of issues are far from problems of systems where pH depends
on the shape of reactor, intensity of mixing or additional chemical reactions influencing
reagent concentration and indirectly pH value in individual points of reactor.
Application of such model is much more computationally demanding but enables to
include some features strongly connected with distribution in space. Some chemical
reactions might be simulating more properly and accurate using distributed parameters
model. The work was focused on finding the model reflecting most of phenomena’s
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during in-line neutralisation. It was assumed that ratio of reactor length and diameter is
large. Flow rate is sufficient to assume piston flow, ideal across mixing and no diffusion
along the length of reactor. Under such assumptions distributed parameters process was
modelled (Fig. 1.)

F1, C1

F2, C2

F1+F2+F2d

, x1, x2

y

S

F2d(1) F2d(N), C2F2d(2)  ...

Fig. 1. Complete form of distributed parameters process.

Where: ),(1 tyx - acetic acid concentration in reactor [mol/l], ),(2 tyx - potassium base
concentration in reactor [mol/l], S –intersection of reactor, C1= acetic acid inlet
concentration [mol/l], C2= potassium base inlet concentration [mol/l], F1= acetic acid
inlet flow [l/min], F2= of potassium base inlet flow [l/min]
Experiments were started for multipoint injection and than distributed injection along
the length of reactor. Combination of those two approaches allows simulating process
for wide range of process parameters. At the final stage of researches additional first
order reaction was added what also enriched simulation possibility. Resuming obtained
model allows simulating wide range of distributed parameters neutralisation processes
and it is good base for testing of control algorithms.

Programmable pH measurement correction in application to control

K. Stebel, D. Choiński

Programmable pH measure correction monitor is computer based and in this sense it is a
kind of Soft PLC. Good controller performance is important to process safety, product
quality, and manufacturing costs. But once a controller is tuned, changes in the process
can make a controller undesirably sluggish or aggressive, erratic or ineffective. Linear
control algorithms work well in most cases. However, when nonlinear or nonstationary
processes are considered, more sophisticated algorithms are needed to obtain
satisfactory performance in long time periods. Process models are needed for synthesis
of such nonlinear algorithms, but such models are usually complicated and
computationally inefficient. Alternatively simple linear control algorithm may also be
used but its performance has to be frequently evaluated. Maintains staff or an automated
performance monitor can do it. The idea of performance monitor can be successfully
applied to pH control process.

The concentration change of the solution around the pH electrode induces
Henderson’s potential. This potential is a disturbance in pH measurements and appears
on the interface of solutions with different concentrations or different ion mobility.
Local concentration of ions depends on ions activity that is possible to calculate using
the Debye–Hückel theory but it is useful for effective preparing of solutions for the
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electrode calibration and not for on-line compensation. A statistical description of this
structure is general enough for treating the equilibrium and dynamical case of ionic
solutions.

The pilot plant installation considered in the work consists of three tanks for
reagents and two coupled reactors. It is equipped with FeldPoint I/O system connected
to the computer control system based on LabView. A standard PI control algorithm was
chosen for control. Usually, the controlled variable (CV) fluctuates around setpoint
value. Statistically, it can be expected that the difference between time when CV<SP
and the time when CV>SP is close to zero with some variance. Hence χ2 test with one
degree of freedom was applied to monitor difference of this time. It was assumed that
the null hypothesis can be rejected when current chi-square value is grater than critical
chi-square value with level α=0.1 of significance. When null hypothesis is rejected than
controller SP is corrected. Correction is done if necessary only once at the end of each
time window allowing controller and process to react on SP correction. Proposed idea
was applied and tested on real-world pilot plant installation, sampled with 1-second
interval.

Application of the proposed programmable monitor was successful. It allows
avoiding sophisticated nonlinear control. This monitor is a kind of a filter but it does not
reduce information coming from measurement. It reacts only when statistically certain
conditions are not fulfilled and correct SP to eliminate this influence. Another
advantage of it is that, it may easily be implemented using a PC or a PLC (as an
additional function that may be used in the existing systems).

Architectures of local-SCADA, remote-SCADA and docking virtual
controllers for NI-FieldPoint-based control experiments via Internet

M. Metzger

The user-defined PC-based controller, while also equipped with appropriate
professional features, can be a very interesting, low-cost alternative to controllers from
commercial producers. We can refer to this kind of controllers as the virtual controllers.
The NI FieldPoint system presented above is especially suitable for application of such
virtual controllers running both on the PC computers and on the NI FieldPoint modules.
Although the physical signals are connected to the system by the industry standard the
virtual applications can also change data using TCP/IP connection.

At the CSCI group several virtual controllers have been developed in recent years
for educational and research purposes such as for example single PI, PID controllers as
well as advanced PFC, GMC and self-tuning PID controllers. All of them are equipped
with standard professional features such as antireset windup and bumpless M/A
switching. Finally virtual versions of professional programmable multifunction
controllers such as for example well-known Sipart DR 24 from Siemens are also
developed. All of these virtual controllers can be used for control in DCS presented in
one of the preceeding notes.

An original conceptual contribution of this note deals with a new concept of easy
performed control experiments on pilot plants with an application of virtual controllers
[III.16].
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The architecture of basic system for each of the processes (a pilot plant) is presented
in Fig.1. The system containing several components connected by TCP/IP localhost data
transmission runs on one PC or on one FieldPoint, which also ensures industry standard
process connections. The central component – a SCADA system ensures process
communication, monitoring and visualisation as well as can work as TCP/IP server for
chosen signals. The control algorithms can be embedded in the SCADA system but it is
more useful to connect different virtual controllers (only one in time) by localhost as
docking controllers. In such a way the virtual controllers are applications separately
developed and compiled. Although formally the TCP/IP connection is not time
determined the localhost transmission do not change the control properties.

The architecture of the control system with a possibility of remote performed
experiments is shown in Fig. 2. The SCADA system and the virtual controller actually
connected should be equipped with remote operating panels as http pages accessible by
operator-defined ports and for operator-defined IP remote workstations. The control is
locally performed, whereas monitoring, visualisation and setting can be carried out from
other computers in the Intranet or by the Internet.

The experimenter can additionally observe some results of the control by web-cams
(for example water level or LED lights on controllers) as well as can store the control
responses on HD for presentations. In principle such kind of experiments is reserved for
staff only.

Process

   SCADA
TCP/IP - server for chosen signals

PID

GMC

PFC

  localhost
TCP/IP port

...

Fig. 1. Basic control system without
remote possibilities.

Remote operating panel 
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TCP/IP port
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Fig. 2. Architecture of the control system
with remote capabilities
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Fig. 3. Architecture of the system with
remote experimenter-programmed
components.
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The architecture of the system dedicated for students or other distant experimenters is
presented in Fig. 3. A professional main SCADA system has been developed by the
staff. This SCADA system offers all controls and indicators in local mode as well as the
web-based operating panel remotely for staff. This system has the possibility of staff-
defined signals (input/output) to be offered on the TCP/IP server using the staff-defined
TCP/IP port. Only authorised students know the right sequence of signal transmission,
the staff-defined number of the port, and staff-defined password.

Students should design and develop their own remote SCADA applications (as
clients for main SCADA) for appropriate experiments. At the moment three typical
remote SCADA systems can be distinguished: a SCADA system with manual controls,
a SCADA system with embedded controllers and a SCADA system with the TCP/IP
server for controllers programmed as separate executables. These controllers can be
connected to the remote SCADA systems using also the "localhost" connection. The
programming of such student's applications can be included in the teaching procedure.
In the final phase, students perform remote experiments on the real-world pilot plants
and observe and store some results of the control.

Summing up, it can be niticed that a new concept of easy performed control
experiments on pilot plants with an application of virtual controllers evidently improves
research and teaching capabilities and therefore becomes attractive and convenient. The
remote data monitoring is possible for all interested in, as well as the view from five
remotely controlled web-cams, whereas only authorised users can exert the control.

Mathematical modelling of distributed feed in continuous sedimentation

W. Nocoń

Sedimentation is one of the most widely used processes for separation of solid particles
from water in chemical and mineral industries as well as in wastewater treatment. Most
of the continuous sedimentation models are based on the theory introduced by Kynch,
according to which the settling velocity of solids particles depends only on the local
suspended solids concentration. The process is described by a scalar conservation law in
the form of a partial differential equation. Concentration discontinuities are present in
this model and it is difficult to classify the steady-state solutions for changing feed flux
values (different values of feed flow and feed concentration). Those discontinuities are
introduced by the point source at the feed of solids and by the two outlets (top and
bottom) of the settler.

A new method of modelling the feed section of the continuous sedimentation
process is proposed [III. 6]. It takes into account the fact that the material entering the
settler is distributed over a set of layers in the feed zone. In a one-dimensional
modelling of sedimentation process it is assumed that the suspended solids
concentration is only a function of depth and time. It is reasonable to expect that in the
clarification and thickening zones this assumption will be met. However, that is not the
case in the feed zone, where a significant horizontal flux of suspended solids exists.
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What makes the proposed model distinct form the previous one-dimensional
models  presented in literature (point-source models, Figure 1b) is that the feed zone in
not a lumped-parameter system. Instead, the feed zone of the continuous sedimentation
process is in itself represented as a distributed parameter model (distributed-source
model, Figure 1c). In addition, depth of the feed zone is not dependent on the space
discretisation step.

Fig.1. The general flow pattern in a real continuous sedimentation process (a)
compared with the classical point-source 1D model (b) and the proposed
distributed source 1D model (c).

The proposed model of distributed feed zone in the continuous sedimentation is based
on the following postulates:

- Imperfect mixing - it is assumed that the feed zone does not consist of only one
layer with perfect mixing. Instead, a set of layers is included in the feed zone and
imperfect mixing is assumed between those layers,

- Distribution function - The amount of material entering each layer is not the
same for every layer. A distribution function fd(r) (Fig. 2) is incorporated. This
function distributes the material entering the settler over the layers in the feed
zone,

- Bulk flux zones - The third postulate is based on the basic assumption that the
flow into the settler equals the sum of underflow and overflow. Since, in the
proposed model the feed zone consists of many layers, one particular layer has
to be chosen to represent the boundary between the downward and upward bulk
flux zones (Fig. 2). This is performed by a proper integration of the distribution
function.

b c

a

feed zone

clarification
zone

thickening
zone
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Fig. 2. Illustration of the proposed feed zone model.
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Fig. 3. Qf=500[cm3/min]; Qr=50[cm3/min]; Xf=6 [g/l]; a) feed zone with 1
layer; b) feed zone with 21 layers.

Figure 3 presents simulation results for the model with one feed zone layer (a) and 21
feed zone layers (b). The distributed feed model is thus compared with the standard
point source model. In can be observed that the steady state values of Xr and Xe are
identical for both models. The traditional models are considered accurate enough for
predicting the general behaviour of the continuous settler. However, the dynamics of the
settler and the steady state concentration distributions in the settler are different. As
expected, the greatest differences are within the feed zone. In the traditional model a
discontinuity of concentration is present (Figure 3a) which is eliminated in the proposed
distributed source model (Figure 3b).
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MEASUREMENT  SYSTEM  GROUP

RESEARCH  ACTIVITIES

The research activities of the Measurement System Group are concentrating in the
following  main  topics:

- Theory of Physical and Technical Measurement,
- Modelling of Measurement Signals and Systems,
- Principles of Industrial Measurement for Control Applications,
- Sensors and Sensor Interfaces,
- Methods of Calibration of Sensors and Measurement Instruments,
- Electrical Apparatus for Potentially Explosive Atmospheres; Intrinsically Safe

Systems,
- Reliability, Functional Safety,
- Fuzzy Logic in Decisions Making.

Research on electrical apparatus for potentially explosive atmospheres;
intrinsically safe apparatus and systems;  sensors; reliability; functional safety

J. Frączek

The research problems of sensors (intelligent sensors, transducers and transmitters),
apparatus and systems designing, including optical equipment (the measuring systems
using laser and fibre optics), when they are destined for using in potentially explosive
atmospheres. The main topics of these problems concern:

1. Sources of explosion hazards,
2. Characteristic parameters of intrinsic safety,
3. Classifications of apparatus and locations, grouping of gases, vapours, dusts

and fibres,
4. Spark test apparatus,
5. Testing the intrinsically safe conditions,
6. Connecting lines in intrinsically safe systems,
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7. Problems of reliability in intrinsically safe systems,
8. Reliability models of intrinsically safe systems and safety factors,
9. Functional safety,
10. Designing of intrinsically safe apparatus and systems,
11. Intensive sources of light in potentially explosive atmospheres,
12. Adoption of European Directives (ATEX 100A and ATEX 137) and

Harmonized Standards in Poland, concerning apparatus and systems for
potentially explosive atmospheres.

Research on industrial measurements; mathematical modelling of
flowmeter sensors, flow measurement, radiation measurement,

fundamentals of measurements

S. Waluś

1. Mathematical modelling of flowmeter primary devices,
2. Metrological optimisation of sampling flowmeters,
3. Construction of ultrasonic flowmeters and averaging impact tubes,
4. Measurement of flow-rate in closed conduits and in open channels,
5. Sensors of non-electrical quantities,
6. Didactic of metrology,
7. Fundamentals of measurements,
8. Radiation measurements and radiological protections,

Research on methods of calibration of sensors and measurement instruments

J. Żelezik

Calibration system for pressure sensors and transmitters

The pressure sensors system (Fig.1) is based on the set of IEEE-488 controlled
measurement instruments linked with personal computer, which takes complete control of
the calibration (acquisition, analysis documentation and presentation). It measures
metrological characteristics, intrinsic and temperature errors of pressure sensors and
transmitters. An accuracy of the pressure calibrator is 0.04 [%] in two ranges: 20 [kPa] and
200 [kPa].

The system also enables temperature errors compensation for silicon piezoresistive
pressure sensors. It can be used in production process of sensors. In this process the most
important are: compensation of errors and normalization of characteristics. These are made
in three stages:

- automatic measurement of metrological characteristics of all produced sensors,
- selection of compensating and correction elements,
- metrological properties checking of ready sensors, testing and of preparing

documentation.
This system enables to carry on a similar research of pressure sensors with standard

signals 4-20 mA and 0-20 mA. He was repeatedly used in research works for the industry.
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Fig. 1. Calibration system for pressure sensors and transmitters

Methods of primary calibration and temperature compensation
in the smart transmitters

In conventional transducer design, calibration and compensation are performed in the
analog domain. An additional elements (resistors, thermistors…) are used for the
compensation of temperature errors in conventional transmitters and performance is
limited because of nonlinearity errors and elements accuracy. In smart transmitters
design, digital trimming of sensors is performed with individual correction coefficients,
which are stored in nonvolatile digital memory after calibration and compensation. It
lowers measurement errors and simplifies transmitters manufacturing.

There are two essential conceptions of measurement blocks construction of
smart transmitters, referring to the way of the signal processing from sensors:
- Analog sensor signal processors (ASSP) digitally adjust the offset and gain of

amplifiers, as well as sensor excitation, to achieve sensor calibration and temperature
compensation in an analog domain, without signal quantization.

- Digital sensor signal processors (DSSP) convert the sensor signal into a digital
domain using an A/D converter (ADC); perform calibration and compensation in a
digital domain using microcontroller or custom logic; and, if needed, convert the
compensated signal into an analog domain using a D/A converter (DAC).

A research on using the exemplary analog processor MAX1452 to the signal
conditioning and the temperature compensation for the piezoresistive pressure sensors
was carried out. In this processor four digitally controlled analog to digital converters
DAC correct sensitivity and offset the transmitter as the function of the temperature by
changing the offset and gain of the programmable gain amplifier and sensor supply



135

current. Up to 120 segments can be used for compensation of zero and F.S. over the
operating temperature range. The selection of coefficients for each of the temperature
segments is accomplished by controlling the address of the EEPROM with the output of
the 8-bit A/D converter driven by the temperature-dependent bridge voltage.

A two-stage procedure of the temperature errors compensation was worked out.
In the situation, when temperature errors at the beginning are big and non-linear there-
fore  applying this procedure gives the best results of compensation: in the first stage
compensation for linear components of errors (quasi-linear compensation), but the more
further improvement behind the help of the multislope compensation. On account of
measuring noises it is intentional so that identification experiment of the models needed
for the compensation contains certain excess of measurements in relation to the number
calculated coefficients. Experimental examinations carried out for pressure sensors with
the span of 100 kPa showed, that it was possible to limit the initial temperature errors of
the 3% FSO to the 0.05% FSO level over a temperature range of  0ºC to 50ºC.

At present there is a computer laboratory stand worked out which will connect
individual stages of production smart transmitters - pretest, temperature compensation,
calibration and final test - into one automated process.

For smart transmitters with DSSP processors the primary calibration consists in
calculation coefficients of reconstructing the digital model of the measurand on the base
signals from sensors.  Two calibration procedures were analyzed. In the first procedure
– classical – coefficients of the processing model of measurement block of the
transmitter are estimated. For the reproducing of the measurand the inverse model to the
processing model is assumed. In the second method the model for the reproducing of
the measurand is estimated directly according to minimization of measuring errors,
which are done with using of calibrated transmitter. In this case the quality coefficient
used during estimation corresponds with the main goal of calibration.

System of monitoring of climatic parameters in measuring laboratories

A purpose of the system is monitoring climatic parameters: the temperature,
humidity and the barometric pressure in measuring laboratories. Monitoring is
necessary at every examinations of the measuring apparatus, calibration of measuring
instruments, he is required in particular in accredited measuring laboratories. The whole
system was designed and realized from grounds in the Measurements System Group. He
is based on smart measuring transmitters – termohigrobarometers THB and
termohigrometers TH with the serial interface and the MODBUS protocol. The
multiparameter transmitters are realizing functions:

• Measurements of the temperature, humidity and the absolute pressure,
• Filtration; averaging measurements,
• measurand reproducing (also the temperature errors compensation and the

correction of the nonlinearity error),
• communication through the serial interface according to the MODBUS protocol,
• the remote  configuration;
• displaying results of the measurement on the local LCD display.

On fig. 1 appearance of one of transmitters installed in laboratories was shown.
The most important metrological characteristics are given in the table 1.
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Fig. 1. Appearance of the transmitter installed in the laboratory.

Table 1.
Parametr Barometer  pressure temperature humidity
Range 750 - 1150 hPa (-40) -10 - 70 °C 0 - 100 %
accuracy 0.3 hPa 0.3 °C 2 - 4 %
resolution 0.1 hPa 0.1 °C 0.1%

A standard of the RS-485 interface was chosen as the physical layer of the
network what is a most simple and at the same time fulfilling the requirements solution
regarding the range, speed of the broadcast etc. The microcomputer fitted with the
converter is a system controller. Software was realized with LabView. The realized
measuring network includes 6 laboratories located on two floors in the A building of the
AEiI department and one measuring point outside the building as it was shown on fig.
2.
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Rys. 2. Arranging elements of the system of monitoring in the building AEiI.

The system is working in the continuous way. Results of measurements are
presented in the numeric and graphical form on the monitor of the system controller, as
well as on the internet side: www.zsp.polsl.pl/klimat/petla.htm. The user is able to look
timing diagrams of measurements through in the arbitrary, chosen horizon of the
observation as it was shown for instance on fig.3 and 4.

Fig. 3. Configuration and data presentation panel.
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Fig. 4. Graphical presentation of results of measurements
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Research on Least Median of Squares method in measuring instruments
calibration

D. Buchczik

Regression analysis is a fundamental statistical tool commonly applied in a
calibration of measuring instruments and systems. The last squares (LS) method is
generally used because of tradition and computational simplicity. However there exists
danger of occurrence of outliers, which may totally spoil LS analysis. To avoid this
problem statistical techniques called robust regression have been developed. One of the
most advanced and promising robust procedure is the least median of squares (LMS)
method. The LMS is based on the minimization of the median of the squared residuals, in
contrast to the LS method, where the sum of the squared residuals is minimized. Due to the
computational complexity of the LMS some statistical properties of the method have not
been determined yet.

The research is focused on an assessment of the quality of the LMS regression
coefficients. The variance of the LMS regression coefficients is used as a measure of the
quality. Procedures of a priori and a posteriori estimation of the variance of the LMS
coefficients have been developed. The first procedure allows estimation of the variance of
the LMS regression coefficients before making of an experiment. The second procedure is
applied where results of the earlier measurement are available.

The problem of the computation of the LMS regression coefficients is also under
investigation. There are also examined computational algorithms based on PROGRESS, a
genetic algorithm, a simplex method and other procedures.

Measuring interfaces and smart measuring transducers

R. Wyżgolik

Today, many different, directly incompatible industrial buses have been
promoted and implemented. Different busses require a special gateway technology for
interoperability. The IEEE 1451 Standards for Smart Transducer Interface for Sensors
and Actuators is the proposition to overcome the problem. The standards define a set of
interfaces for connecting the transducers1 to different systems: microprocessor-based,
instruments, field networks, etc. The idea of the standard is presented in Fig. 1. It is
possible to disconnect the transducer form one network and connect it to another one,
where it is self configured, so the transducer interface is manufacture independent. The
concept of NCAP – Network Capable Application Processor, which acts as a bridge
between the network and the TIM – Transducer Interface Module has not been accepted
by the market. The self identification of the transducer is based on TEDS – Transducer
Electronic Data Sheet concept introduced by the standard. There is an old version of the
TEDS, described by the IEEE 1451.2 (1997) standard and more flexible, described in
the IEEE 1451.4 (2004).

The main objective of the IEEE 1451 Standards for Smart Transducer Interface
for Sensors and Actuators is to simplify transducer connectivity to existing networks. At
present, the family of IEEE 1451 standard is divided into seven parts, where four are
approved as the standards and three are in proposal state. The approved standards are:
IEEE 1451.1, IEEE 1451.2, IEEE 1451.3 and IEEE 1451.4, while the proposed are:
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IEEE P1451.0, IEEE P1451.5 and IEEE P1451.6 (P denotes the proposal). The general
concept of the IEEE 1451 family of standard is presented in Fig. 2.
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Fig. 1. The concept of the plug-and-play sensors.
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Fig. 2. IEEE 1451 concept diagram. In the case of IEEE 1451.4 the NCAP may be
replaced by measuring instrument.

The example of the IEEE 1451.4 measuring system used in our laboratories,
consist of PC based computer equipped with the DAQ board and IEEE 1451.4
dedicated input panel with signal conditioning modules for temperature sensors as well
as universal feed through modules.
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Development of the system for seismic event detection in Polish coal mines1

R. Wyżgolik

Coal-mining leads to arising the varied of dangers. One of the most important is seismic
events due to stress. This events – mainly rock mass vibration and tremors – can
produce rock bursts. The prediction of occurrence of mining rock bursts is indisputable
the most important for the safety of mining and protection of human lives. Therefore the
important is to record these events and localize them. Various apparatus works at
mining tremor stations to register this events.

The seismic signals, which contain information about seismic event, consist of
several different phases (waves). For location methods the most important are P and S
phases (see Fig. 1). In Polish coalmines, where only the one-component seismograms
are registered, the most commonly used is P phase time arrival method, where at least 5
time arrivals are needed. Therefore signals are registered in 8 up to 16 channels.

0 200 400 600 800 1000

-400

-200

0

200

400

P phase

S phase

samples

vo
lta

ge
 [m

V]

Fig. 1.  Example of one-component seismogram registered in a coal mine. The P
and S phases times arrivals is depicted

There are various systems currently being used in Polish coal mines to collect
the data form the seismic events. Most of them use analog transmission from remote
seismic station to data logging system. We describe here the system with digital
transmission, which block diagram is presented in Fig. 2.

The remote seismic stations work underground in hazardous area (gas explosive)
and are equipped with a sensor (seismometer or geophone), data acquisition unit and
digital communication unit. The data are acquired in real time, with sampling frequency
up to 1kHz, and continuously transmitted to the master station (MS). The transmission
line length is up to 10km. There are 8 up to 16 remote stations. Each is synchronized,
together with master station (MS) using the GPS clock.

The system meets the requirements for typical dynamic range of energy of
seismic events in Polish coal mines. The energy of the lowest is about 10J while the
strongest events has energy about 1010J. Therefore the dynamic rang is about 90dB,
which gives us the required resolution of the A/D conversion at least 15 bits.

                                                
1 Research preformed in cooperation with J. Koza from Coal Mine “Wujek”, ul. Wincentego Pola 65, 44-
596 Katowice, Poland and A. Augustyniak from Sterlab, ul. Kępowa 29, 44-583 Katowice, Poland
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Fig. 2. System for seismic event detection in coal mines

The master station (MS) work together with the event detection module (EDM)
which is also responsible for data transmission to the PC. One of the problems is large
number of seismic events occurring in the mines. The acquired digital data carry
redundant information. The difference between consecutive sampled seismic signals is
mostly lower then 8 bits. The speed of signal growth is limited by an antialiasing filter
at each remote station. To obtain the optimum transmission speed ,digital data should be
already compressed at the remote seismic station. If the transmission error occurs or the
difference between the samples is higher than 8 bits, the transmission must be repeated.
In this case the data are carried with delay in a „quasi real” time mode. If the difference
between the consecutive samples is in excess of 8 bits, the measurement absolute value
ought to be transmitted.

The weakness of this seismic system is low transmission speed between the
master station (MS) and the EDM module as well as between the EDM module and the
PC. The reason is the RS232 interface used for data transmission.. Also the EDM
module misses some seismic events, especially low-amplitude. Another problem is the
detection of some false events as the seismic events (eg. mechanical coal miner), which
sometimes occurs. Therefore the aim was replace the master unit (MU) and the EDM
modules (see Fig. 2) with CAN bus, implemented in the digital receivers modules (RC).
Such a solution should enable direct transmission of the signals from the remote seismic
stations to the PC. In this case, the PC should take over the event detection task.

Up till now we have built and tested the new digital receiver module (RC). In
previous version it is equipped with 8bit microcontroller PIC16F677. We have replaced
it (to keep the pin-to-pin and software compatibility) with the newer PIC18F458, with
built in CAN controller.

In addition  the new analog data logger has been developed for the system (Fig.
4). It consist of personal PC and fast plotter. The PC is used detect the seismic event
and sent it to the plotter. The logged data are  presented also on PC visualization panel
(see Fig. 5). The advantages of the new data-logger are as follows (in opposition to
older one):
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• better printout legibility of the seismic signals,
• additional information  about seismic events available on print outs,
• recording of the seismic events on the PC hard disc for future analysis,
• elimination of the external delay line (required for proper print out on older data

logger),
• elimination of the external seismic event detection module.

Fig. 4. Seismic system with new digital data logger. The CAN interface is for future
version of the seismic system

Fig. 5 Visualization panel of the new analog data
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Acceleration transducer for biomedical applications2

R. Wyżgolik and D. Buchczik

The general objective of this research activity is to carry out a comparative study of the
acceleration transducers which have been constructed by Institute of Electronics,
Silesian University of Technology, Gliwice, Poland. The transducers are intended for
biomedical measurements such as an investigation of stability of a human body, an
examination of a tremor of limbs, etc. Their performance has been optimized for both
low acceleration and low frequency measurements.

The transducers are based on monolithic accelerometers of different
manufacturers which have been soldered to printed circuit boards of similar size
(approx. from 15x25 mm up to 18x35 mm, depending on the monolithic accelerometer).
A specification of the applied monolithic accelerometers is presented in Table 1. Circuit
diagrams of the transducers are shown in Fig. 1 and the view of the transducers is
presented in Fig. 2. All of the transducers (except based on MXR2999) have a
frequency range narrowed to 200 Hz using a low-pass filter. A bonding of the
monolithic accelerometers (and additional elements such as constant-voltage regulators,
low-pass filters, sockets, etc.) with the circuit board as well as circuits that modify
characteristics of the monolithic accelerometer are main reasons to determine
metrological characteristics and to carry out the comparative study of the transducers.

Table 1 Short specification of the applied monolithic accelerometers. (amax –
acceleration range, S – nominal sensitivity at 0 Hz, for power supply voltage 5 V and
3,3 V for MMA7260Q, fmax – frequency bandwidth without external low pass filters).

Type of the monolithic
accelerometer

amax
[m/s2]

S
[mV⋅s2/m]

fmax
[Hz]

ADXL202 (Analog Devices) 20 31,4 6000

ADXL203 (Analog Devices) 17 31.4 2500

ADXL311 (Analog Devices) 17 100 3000

MMA7260Q (Freescale) 15 80 350(XY)/150(XY)

MXR2999 (Memsic) 10 100 17

Calibration of the transducers is performed using a calibration set-up, whose
schematic diagram is shown in Fig. 3. The view of the calibration set-up is presented in
Fig. 4. The test stand was equipped with the B&K 8305S reference accelerometer
coupled with the B&K 2525 measuring amplifier. An output voltage of the transducers
was measured using the HP34401A multimeter as well as the NI-PCI 6221data
acquisition card, which was used for a noise waveform acquisition. The TDS 2004
digital oscilloscope was used for checking output waveform of both the reference and
the under test transducers. The B&K 4809 vibration exciter coupled with the B&K 2706
power amplifier and the HP 33120A digital waveform generator. The reference
accelerometer was mounted on a test table of the vibration exciter. On a top mounting
                                                
2 Research performed in cooperation with S. Pietraszek from Institute of Electronics, Silesian University
of Technology



145

surface of the reference accelerometer there was fixed a triaxial mount that enables easy
positioning of the tested transducer. The PCB petro wax was used to fix the tested
transducer on the tiaxial mount.

a)

R1  32 k

R2  32 k

C2    
  22 nF

YFIL

XFIL

VCC

VX

VY

GND

C1    
  22 nF

U1

U2

ADXL 202
ADXL 203
ADXL 311 Low Pass Filter 

b)

R3  1 k

C2    

VCC

VX

VY

GND

V. reg . 
3.3 V

MMA 7260 Q

100
nF

R1  1 k

R2  1 kUY

UX

UZ

C1    C3    

100
nF

100
nF

VZ

Low Pass Filter

              c)

R1  0.1 k

R2  0.1 k

VCC

VX

VY

GND

MXR 2999

Fig. 1. Board schematic for acceleration transducers: a) based on ADXL 202/203/311,
b) based on MMA 7260Q, c) based on MXA 2990.

a)         b)

Fig. 2. Acceleration transducers: a) from left, based on:  MMA 7260Q, ADXL 202, 
MXA 2990, b)  view of the ADXL 203 based transducer on the calibration set-up
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Fig. 3. Diagram of the calibration set-up.

Fig. 4. View of the calibration set-up.

Analysis of the complex chromatographic data

W. Ilewicz

The research covers problems of analysis of complex chromatographic data.
Complexity of the data is caused by a poor separation during the chromatographic
analysis of mixtures with many components (like for example in environmental analysis
or DNA), baseline drift, random noise. As a result peaks in the signal are overlapped so
that direct accurate quantitative analysis is impossible. Research is focused on invent
and testing algorithms of processing of chromatographic data and development of
software for full automatic analysis of such a data. Algorithms like: signal smoothing,
recognition, modelling and correction of base line, peak detection, segmentation of
chromatogram into separate parts, peak modelling and peak parameters estimation by
means of LSQ methods and similar,  identification of mixture components, are taken
into consideration.
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Fig. 1. Chromatographic stand with Varian 3800 Gas Chromatograph

The research is supported by two chromatographic stands which are sources of
real chromatographic data used for purpose of the algorithms testing. First stand
consists of Varian 3800 Gas Chromatograph equipped with Flame Ionisation Detector
and a capillary column of type WCOT Fused Silica CP-Sil 5 CB. The chromatograph go
along with a computer system and a specialized software for the chromatographic data
analysis. The second stand consists of CHROM5 gas chromatograph with FID and a
packed column.

As a result of research there are developed two computer programs, first in
Matlab environment and the second one in WWW environment (using PHP) able to do
fully automatic analysis of chromatograms.

The research is continued with respect to speed up computation (for example by
parallel programming) and adapting of AI to improve capabilities of software.

 Research on principles of industrial measurement for control applications
Measurement of proprieties of Ion Selective Electrodes for multi-component

measurements purpose

J. Frączek, A. Kozyra

The application of chemo-metrics in multi-component analysis is rapidly expanding
area of analytical chemistry. Ion Selective Electrodes (ISEs) have found use especially
for the direct determination of ionic activity in biological samples (food, blood, serum,
urine) and determination of the water quality. The potential of the ISE depends on
chemical activities of particular ions in a solution.
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A typical measurement, using the ISE, needs a specially prepared sample to
eliminate interference of other ions on which this electrode also reacts. Recently, more
selective electrodes can be used to determine ion activities of multi-ion samples. In
multi-component measurements (MCM) an array of multiple electrodes is applied. Each
electrode reacts on many other ions in solution. The relationship is described by an
empirical Nikolsky-Eisenmann equation (Fig.2b). The potential of an ion selective
indicator electrode is measured against a reference electrode, the potential of which
should remain constant.  When we know the parameters of electrodes, we can estimate
the amount of ions in the sample. But before the measurement, the calibration of
electrodes array is necessary, because the parameters of electrodes could change.

The adequate accuracy is required in the measurements, number of
measurements and complicated procedure of calibration requires a special stand for the
MCM (Fig.1). The stand consist of the ISEs and a temperature sensor, a signal
conditioner, 16-bit A/D with microprocessor based communication module. All data are
acquired by computer. A special calibration and ion activity multi-component
measurements procedures are implemented. Typical electrode characteristic is shown on
Fig. 2a. Each electrode is characterised by different parameters like: slope, standard
potential, limit of detection and selectivity coefficients. It is very important to determine
those parameters with proper accuracy. There are many different factors which
influence electrode potential such as temperature, electrode potential drift and
contamination of the electrode membrane.

It is very important to recalibrate them with the proper frequency. For this
purpose a set of reference solutions must be prepared, in which the activity values of
individual ions, have to cover the whole range of activities assumed to appear in the real
solution.

a)           b)

Fig. 1 The stand for multi-component ion-selective measurements:
a) photo, b) schematic draw.
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Fig. 2. a) Characteristic of Na+ electrode potential in pure NaCl solution (black solid
line) and in presence of interfering ion ( NH4

+ pX=0.7 or K+ pX=2 dashed red and
dotted blue line respectively). There are examples of calibration points used for

calibration. b) ISE electrode model used for measurement analysis.

In our investigations new calibration procedures are developed and tested to find
simpler and more suitable procedures for MCM measurements. Procedures where
different ISEs (electrodes selective on different ions) are calibrated simultaneously in
the same calibration solution.

Evaluated parameters of electrodes are used for determination of ion activities in
many aqueous solutions (mineral, tap water, dissolved ground samples, dissolved
medicine pills, tooth-paste etc). Not only activity but also uncertainty of measurements
had to be evaluated – it is very important because in the same situation the direct MCM
are impossible due to masking proprieties of interference ions.

Research on metrological properties of models describing Ion-Selective Electrodes

J. Frączek, J. Wiora

Ion-selective electrodes (ISEs) are electrochemical sensors constructed for
potentiometric determination of the activity or concentration of certain free ions in the
presence of other ions, which are dissolved in a solution, usually aqueous one. A
measured signal of the electrode is its potential, which is dependent mainly on the
logarithm of activity of the primary ion, to which the electrode is sensitive. The ISE's
response is also influenced by temperature and activities of other ions present in the
solution, called interfering ions.

Ion-selective measurements performed by using ISEs allow one to determine the
activity by measuring the potential difference between two electrodes. Due to some
specific properties, this analytical method cannot be replaced with any other one. The
main properties are: the direct measurements of ion activity in given solution,
possibility of the continuous measurements and possibility of making the in vivo
measurements.
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The potential difference is unfortunately not directly connected with concentration
(molarity) of the determined ion. The potential is dependent on activity of the primary
ion, as well as on activities of other ions present in probed solution and on temperature.
There exist several models in the literature describing the relationship. The models are
nonlinear and consist of several parameters, such as: the limit of detection, the
Nernstian slope and the potentiometric selectivity coefficients. The ion activity is
connected with molality by the activity coefficient, which can be expressed by very
simple models, but not accurate, or by one of two very complex ones. The molality and
the molarity are also related with each other by some models. Additionally, the liquid-
junction potential of reference electrode should also be modeled. All of above makes
that the measurements are not as easy as they may appear.

The research concentrates on the ordering of the already known static models of the
phenomena which take place during the measurement. Large number of parameters
influence on the result. However, if the given maximum measuring accuracy is
assumed, it is not necessary to take into consideration all of these parameters.
Otherwise, the model would become unnecessarily complex.

        
Fig. 1. Schematic diagram of the measuring set-up and a photo illustrating the system in the
laboratory. 1. Inlet container. 2. Outlet container. 3. Electric inlet valve. 4. Electric outlet valve.
5. Data acquisition system. 6. Stirrer. 7. Dual optical liquid level sensor. 8. Control device.
9. Measuring electrodes.

The research consists in the calculation and simulation of the value of the measured
quantity vs. the changes in influence parameters. In this way the final accuracies can be
estimated. In the next step, the application criterion of models are formed. The nature of
studied phenomena is strong nonlinear, hence there are many difficulties, eg. the
determination of the calibration coefficients that can be obtained either by numerical
solving the nonlinear equations or by using the artificial neural network. The studied
theories are verified by experiments. A special system for automatic determination on
the characteristic shapes of ISE has been built (presented in Fig. 1). It allows
determining the shape using multiple dilution method in an automatic way. The set-up
is not expensive and the presence of experimenter in the laboratory is not necessary
during the test of the electrode. Additionally, the system allows for simultaneous
investigation of several electrodes.
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Research on dynamic behaviour of the Ion-Selective Electrodes

J. Frączek, A. Wiora

Research on a dynamic of  ion-selective electrodes (ISE) permits a description of
their behaviour during measurements. One of parameters of  the ion-selective electrodes
is the response time t90, which is defined as a time, within the electrode achieve 90% of
the response signal.  Another one is the delay time t0. The overall response time is
affected by a series of factors dependent either on the electrode (a type of membrane
and electrode structure) or on external factors (temperature and flow of the sample, time
constant of the measuring instruments).

Because of the complexity of phenomena, which occur in the measuring systems
and many factors which influence on the dynamic response of the electrode, the
following conditions should be fulfilled:

• the influences of distractions should be eliminated or minimised,
• the flow of sample should be constant,
• the step change of sample activity on the membrane should be ensured.
The measuring set-up contains three elements (Fig. 1): a flow-cell with a

measurement cell (1), data acquisition system (2) and PC computer (3).
The flow-cell consists two blocks made from Plexiglas. The first one is a block A

of measuring duct, the second one is a block B of valve. Two electrodes (diameter 12
mm) are mounted into block A making measuring cell. A duct (diameter 5 mm) has
been drilled through the block. The block is made in such a way that only electrodes’
membranes are placed in the duct. The block B has three ducts: two inlets and one
outlet. All of the ducts are placed coplanar. The movable part of the block (frustum of a
cone) perfectly fits to the whole of the immovable part. The cone has drilled two
parallel ducts. The change of inlet is done by a rotation of the movable part.
Photography of the flow-cell is in Fig. 2. Two electrodes are shown there, which are
fastened using special screws. In the front two diodes of the optical sensor are visible.
On the right side is the block B with a handle of the movable part.

The data acquisition system (DAS) has been designed and made in the
Measurement Systems Group of the Silesian University of Technology. The present
version posses four inputs for ISEs, one input for reference electrode and one for Pt-100
temperature sensor. The electrical circuit is built of: 1) signal conditioner – impedance
converter, anti-aliasing filter and temperature to voltage converter: 2) 16-bit a/c
converter with analogue multiplexer: 3) digital elements – microprocessor, parallel
communication interface: 4) power supply adaptor – +15V, –15V and +5V. DAS while
working in the dynamic mode allows to measure four voltages with frequency from the
range of 1 to 5,000 Hz for each of inputs and to transmit the results from DAS to the
PC.

The optical sensor is built of two pairs of LEDs. The measurement of the flow is
realized by dyeing one of the samples flowing into the flow-cell’s inlet. Analysing the
response registered by DAS, makes it possible to identify the time of the change in
solution colour in the point of placing the LEDs and to determine the flow rate.

The set-up contains also a PC computer. It is dedicated to reading the data from
DAS and storing it on a disk. Received real response time of ISEs is approximated
using different dynamic models and is compared with t90. The dispersion of  issues is
less then 10% for t90 for measurements made at the same conditions.
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Exemplary dynamic response of the optical sensor and ISE obtained from the
measuring set-up is presented in the Fig. 3.

Fig. 1. Block diagram of the measuring set-up

Fig. 2. A photo of the flow-cell dedicated to the research on dynamics of ISEs

Fig.3. Dynamic response of a) the optical sensor, b) an ion-selective electrode
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Use of fuzzy logic to support an operator of monitoring system of coal mine
atmosphere.

J. Frączek,  T. Grychowski

            In the thesis the use of fuzzy logic and its inference mechanisms to effectively
support an operator at monitoring coal mine atmosphere are presented. There were
proposed new solutions based on quality analyses of measured data. Basing on the
knowledge of the operator there has been built a fuzzy approximate reasoning
system, which is used to improve reliability in a decision making process and a
hazard identification. Metrological properties of measurement devices on which the
operator’s decisions are made have been tested. The following problems have been
analyzed: the existing system of controlling of mine atmosphere, specific conditions
of operator’s work and his subjective interpretation of measurements, measuring
ways and techniques of a mine atmosphere and its qualities.

     A few options of the automatic decision support system have been build as well
as the chosen mechanisms of fuzzy inference system which influence the results of
inference have been compared. The property of the Author’s system have been
compared to the already existing systems. The laboratory system was build to
control the physical parameters of the air – fig 1.

Fig 1. The laboratory system with mining sensors and intrinsically safe system.

     The measuring experimental installation includes the “Remote Process Interface”
intrinsically safe system and mine sensors to control toxic and combustible gases
which appear in mine atmosphere. This system enables simulation of gas hazards,
testing software supporting the operator in real time, as well as checking and
calibration gas sensors. The measuring installation is used for research work, classes
with undergraduate students. The graphics LabVIEW environment of the National
Instruments was used to build the software system. Fig 2 presents example of tuning
panel of fire support system created on the basis of the information from an human-
expert and recorded in the language so-called linguistic rules which is
comprehensible to him. The panel examines the influence of fuzzy processing
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mechanisms on the result of inference and it presents the construction of knowledge
base as well as membership function.

Fig 2. Tuning panel of fire threat support system in labVIEW environment.

Research on methods for three dimensional measurement data conversion

K. Wojciechowski, S. Budzan

With the increasing use of 3D scanner and the growth in complexity of this
models, the necessity of robust method for denoising points cloud preserving the fine
features in the surface has increased. Point clouds are one of the most primitive and
fundamental representations. One of the most popular sources of point clouds are 3D
shapes acquisition devices, such as laser range scanners, with applications in many
disciplines.

Cloud of points often requires some of pre-processing methods, e.g. elimination
of bad points, smoothing, decimation, triangulation. The most common reasons for such
situations are: undesirable background geometry measured with the object, badly
illuminated points or surface with not acceptable noise. 

At first effective and robust noise reduction (Fig.1) in three dimensional
measurement data algorithm has been analysed. Often the noise source are optical
elements from the 3D scanner. This noise commonly is the separate groups of points
with high amplitude or single points with low amplitude. Main idea of applied
algorithm depends on maximize distance – distance between points in three dimensional
space – nearest neighbours in sliding 3D window. The proposed and analysed filter
class is based on the nonparametric estimation of the density probability function in a
sliding filter window. Modification of decimation algorithm has been also analysed.
Main idea of proposed algorithm depends on adding a priori decimation level – number
of the data points, which must be deleted from the dataset.

a) b)

Fig.1.  Noise  reduction algorithm. (a) – original image – 41938 points, (b) – image after filtration –
35067 points.
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The application of Hough transform for parametric surfaces in 3D is the natural
extension of the Hough transform for 2D digital images, where it is used for detection
of e.g. lines and ellipses. With reference to a specific pattern model, the Hough
transform examines each point and finds all possible model parameters that agree with
it. By collecting all such parameters in a properly defined parameter space we can
determine data patterns that comply with reference model through cluster identification
in the Hough Space. A implementation of the Hough transform is based on the
definition of a proper 3D Hough Space – cumulation array.  Here are some problems,
like discrete data space, discrete parameter space, or non-perfectly planar shape in
fractures. This and other poor properties of the Hough transform stood themselves cause
of proposing of the new hybrid algorithm for detection of parametric surfaces in 3D
measurement data, as well as some major problems connected with 3D data acquisition
and processing. The algorithm is based on 3D Hough transform and segmentation with
region growing which increase the efficiency of the algorithm.

Currently, the main destination of the research is to optimization of the algorithms
for segmentation the 3D scanner data. The application is still under development.
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Systems Engineering Group

The activity of the Systems Engineering Group is concentrated in three main domains:
− biological applications of system theory and bioinformatics,
− image processing and pattern recognition,
− discrete events systems and computer integrated manufacturing.

It is interesting that these three branches in spite of their different roots can be
efficiently applied in a number of projects in genetics, functional genomics, molecular
biology as well as support medical diagnosis and design of therapy. Therefore, along
with theoretical research activities, which are still performed in collaboration with
researchers from other groups (mainly Control and Robotics Group), the Systems
Engineering Group is engaged in a number of projects developed in collaboration with
the Institute of Oncology. These are directed towards classification, clusterization and
selection of gene expression data from microarray experiments, modeling and control of
cancer population growth, statistical analysis of DNA damage/repair process, pattern
recognition, filtration and disturbance enhancement of biological images including gene
and protein gels, DNA micoarrays, and results of various diagnostic investigations and
finally operation research and artificial intelligence tools in genomics and molecular
biology.

BIOMATHEMATICAL RESEARCH

Molecular Genetics at the Institute of Automation

J. Rzeszowska-Wolny

The opening of the biotechnological direction of studies at the Silesian University of
Technology had the stimulatory effect of organization of a molecular genetics
laboratory. This laboratory, organized by the Institute of Automation, is equipped with
most of the instruments needed for studies in modern molecular biology and genetics
such as microcentrifuges, eqipment for electrophoresis, cell and tissue culture, high
performance liquid chromatography (HPLC), light and fluorescence microscopes, and
polymerase chain reaction (PCR) apparatus for standard and real time reactions.
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The scientific program of the laboratory is realized in cooperation with the Center of
Oncology in Gliwice and focuses on molecular mechanisms of cellular response to
DNA damaging factors and on differences of individual sensitivity to such factors in
human populations.

The role of poly (ADP-ribose) polymerase activation in cellular response to oxidative
stress

Poly(ADP-ribosyl)ation, a reversible post-translational modification of proteins in
eukaryotic cells, is believed to be important for the regulation of many fundamental
cellular processes including DNA repair and genome stability, transcription, replication,
cell division, apoptosis and necrosis. ADP-ribose polymers are rapidly synthesized from
nicotinamide adenine dinucleotide (NAD+) in cell nuclei by the polymerases PARP-1
and PARP-2 in response to DNA strand interruptions and proportionally to the level of
DNA damage. We studied the role of ADP-ribosylation in recovery from damage using
cultured cells exposed to different DNA damaging agents in the presence or absence of
PARP inhibitors or of some derivatives of dihydropyridine that were able to stimulate
PARP. We showed that the poly(ADP-ribose) level during the first minutes of recovery
of cells from exposure to H2O2 or ionizing radiation determines the speed and efficiency
of DNA break rejoining. These studies demonstrate the importance of an early synthesis
of poly(ADP-ribose) in DNA repair, and support the idea that poly(ADP-ribose)
formation reflects rapid assembly and efficient functioning of repair machinery. The
changes of PARP activity during the cell cycle and intercellular differences in PARP
activation are currently under study.
These studies induce cooperation between molecular biologists and bioinformaticians
specializing in image analyzing methods, as most of the results originate from
fluorescence microscopy and images of cell populations are labeled with more than one
antibody or fluorescent dye (Fig.1). To be automatically analyzed, these images need
some specific non-standard approaches to image segmentation and processing .

Fig. 1. The synthesis of poly(ADP-ribose) (PAR) in Raji cells exposed to X-
rays. Upper row shows labelling with anti - poly(ADP-ribose) antibody in
control cells and at different time after exposure to X-rays, and lower row
the same cells stained with DAPI dye that stains DNA
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Radiation-related changes in gene expression profiles assessed by oligonucleotide
microarray methods

The relative abundance of different transcripts is a molecular phenotype characteristic
of cell type and physiological state. In our investigations we analyzed the influence of
ionizing radiation on gene expression in human cell lines: melanoma Me 45, leukemia
K 562, colon cancer RKO, and HCT cells. Cell cultures were exposed to 4 Gy of
ionizing radiation and total RNA was isolated at different times after irradiation
(immediately, 12, 24 and 36 hours) and used for microarray and real-time PCR
analyses. The data from microarrays (Affymetrix) were normalized and analyzed with
the FatiGO tool. Irradiation induces damage in cellular macromolecules by direct
ionization or indirectly through oxyradical products of water radiolysis, with DNA as
the most critical target, and damaged cells initiate DNA repair processes and intra- and
inter-cellular signalling pathways that delay the cell cycle and modulate gene
expression. Characterization of the transcriptional reprogramming induced by radiation
is an important step in understanding these processes, and microarrays with different
experimental and analytical approaches have been used for this purpose in our and other
laboratories. In Me45 and K 562 cells ionizing radiation caused rapid, synchronous
down- or up-regulation of similar large groups of genes in both cell lines; however,
during the next 36 hours differences between melanoma and leukemia cells appeared.
Genes involved in six processes showed significant changes of transcription, as
recognized by statistical tests. The lowest p values were shown by groups of genes
coding for proteins that take part in detection of external stimuli which were mainly
down regulated, and those coding for proteins that take part in DNA metabolism which
showed the greatest increase of transcription. Table 1 presents the biological processes
to which the largest numbers of genes that changed transcription immediately after
irradiation were assigned by the FatiGO program.

Table 1. Processes in which genes up- or down-regulated immediately after
irradiation participate*

Process* Up Down

Transcription 123 202

Nucleotide, nucleoside, and

nucleic acid metabolism 121 196

Transport 93 216

Surface receptor-linked

signal transduction 93 206

Intracellular signaling 79 137

Response to biotic stimulus 77 171

Protein modification 76 111

Cell proliferation 71 123

Phosphate metabolism 53 88
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Pathogen/parasite response 41 104

Organization, biogenesis 36 67

DNA metabolism 36 30

Macromolecule catabolism 34 91

Detection of external stimuli 13 78

*defined by the program FatiGO

Microarray experiments produce massive amounts of data, and mathematical tools to
analyse genome-wide expression in terms of single genes have therefore been
developed. Cooperating with bioinformaticians, we have developed a few procedures to
study changes in genome-wide expression profiles which are induced by external
stimuli and one of the most profitable was the approach with the Gaussian mixture
model. In this unsupervised method the Metropolis-Hastings algorithm was used to
determine the Gaussian fractions best fitting to experimentally obtained histograms. The
Gaussian fraction patterns were characteristic for cell type and changed after irradiation
with gamma rays.

The role of intercellular communication in cellular response to genotoxic
factors; the ionizing radiation-induced bystander effect

Cells exposed to ionising radiation (IR) transmit signals which induce DNA and
chromosome damage, mutation, and apoptosis in non-irradiated cells, termed bystander
effects, which are also induced by growth in medium from irradiated cells (irradiation
conditioned medium, ICM). These signals released by irradiated cells may cause
heritable genome instability in neighbouring unirradiated cells. Our studies on the
irradiation-induced bystander effects in different cell types were performed by placing
control non-irradiated cells in culture medium collected from irradiated cells and
observing the changes. We confirmed most of the observations concerning the induction
of DNA damage and chromosomal aberrations by ICM and proved the engagement of
some oxidizing agents in the process. To examine possible changes in transcript profiles
following transfer of cells into ICM we used oligonucleotide microarrays, sampling
after different time periods to detect early and persistant effects. In two different cell
lines studied until now, the effects of direct irradiation and ICM were very similar. It
seems therefore that signaling factors in the medium of irradiated cells cause
reprogramming of transcription, revealing a new facet of the bystander effect.

Molecular and genetic background of radio-resistance and radio-sensitivity in
human population; polymorphism of cancer-related genes

Cells of the same type from different individuals show differences in the level of DNA
damage and in the kinetics of its repair in response to the same dose of a genotoxic
factor (Fig. 2) . These differences in DNA damage and repair may depend on the
genetic background, and particularly on the existence of polymorphic variants of genes
coding for DNA repair enzymes .
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Fig. 2. Interindividual differences in DNA repair. Lymphocytes obtained
from the blood samples of individual donors were irradiated and the level of
DNA breaks was measured by comet assays at different times after
irradiation. Each curve shows the results obtained for lymphocytes of one
individual donor.

To explore factors which cause cells of the same type from different individuals to
respond differently to ionising radiation, we examine the relationship between the
frequency of DNA breaks and the kinetics of their repair after γ-irradiation in vitro of
lymphocytes and the presence of common polymorphic forms of genes coding for DNA
repair proteins. We perform this type of studies on blood cells obtained from healthy
donors and also from patients with different types of tumors to investigate the genetic
patterns that may predispose to cancer or to complications during the anticancer
therapy. An example was the investigation of polymorphic variants of the genes
XRCC1 (polymorphism Arg399→Gln), XPD (Asp312→Asn or Lys751→Gln), and
MGMT (Leu84→Phe) in lymphocytes from 87 individuals by PCR and restriction
fragment length polymorphism. All these genes code for proteins that take part in DNA
repair pathways. Homozygosity for the variant form of XPD with Asn at codon 312
showed a strong statistical correlation with a higher rate and the efficiency of DNA
strand break repair. Homozygotes with Asp in this position showed the inverse
phenotype, a lower initial level of SSBs and a higher level of unrepaired breaks. Eighty
% of all individuals were characterized by one of these phenotypes, possibly reflecting
the existence of alternative repair pathways. Lymphocytes homozygous for variant
forms of XRCC1, MGMT or XPD751 did not show statistically different responses to
irradiation compared to those homozygous for the normal form. These results suggest
that XPD protein participates in the repair of DNA damage induced by γ-radiation and
that its polymorphism influences individual responses to ionizing radiation. Other
polymorphisms and other population groups are presently being studied.

In addition to analysis of DNA microarray data, members of the group are
involved in mathematical modeling and analysis of signaling pathways, i.e. cascades of
biochemical processes that regulate cell responses to environmental stimuli. In
particular, this research is concentrated on Interferon-β and NFkB pathways, critically
involved in the control of normal and pathological inflammatory responses. The aim of
this research is to apply mathematical methodology to understand dynamical properties
and uncover unknown regulatory feedbacks.
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Studies of individual radiosensitivity as potential predictor of response to
radiotherapy and normal tissue complications in cervix cancer patients

Maria Widel, Bozena Lubecka1, Joanna Rzeszowska-Wolny
1Department of Experimental and Clinical Radiobiology, Maria Sklodowska-Curie Memorial Cancer
Centre and Institute of Oncology, Gliwice,

It is observed that patients with the same type of tumour treated with similar dose of
ionizing radiation and according to similar scheme often exhibit divergent grades of side
effects in normal tissues. Individualization of cancer radiotherapy based on predictive
assays of normal tissue tolerance may lead to improvement in the results of treatment.
The ionizing radiation as well as most of anticancer drugs are genotoxic agents which
induce diverse types of DNA damage. The variability in  DNA damage induction and
repair ability are features of not only cancer bearing patients, but also healthy persons.
Efficient DNA repair not only modulates individual response to radiation (and to other
genotoxic agents), but also affects the risk of cancer. Many experimental data indicate
that peripheral blood lymphocytes (PBL) can reflect genetically determined
radiosensitivity. For example, an increased lymphocyte radiosensitivity of individuals
bearing Ataxia telangiectasia, Fanconi anemia or Nijmegen Breackage Syndrome in
which some genes responsible for DNA damage recognition and repair, or signal
transduction are mutated, is observed. However the most of patients do not bear any
mentioned above mutated genes, but they may have some impairment of DNA repair
mechanisms.
The impairment of DNA repair processes can diminish normal tissue tolerance to
radiotherapy. It seems reasonable to expect that knowledge of radiosensitivity before
treatment can be useful for prediction of normal tissue response.

The ionizing radiation is one of the genotoxic agents and it induces different types
of DNA damage as single strand breaks (SSB), double strand breaks (DSB), apurinic/
apirymidinic sites, and DNA-protein cross links. The DSB are considered to be the most
danger, potentially lethal damage for cells, since correlation has been found between
radiosensitivity and repair of DSB in tumour and normal cells. DSB are directly or
indirectly induced by radiation, and can be also induced during processing of another
type of DNA damage.

We evaluated spontaneous (basal, background) DNA damage and damage
induced in lymphocytes by irradiation in vitro. The basal level of damage is very
variable and it is dependent on previous exposition to genotoxic agents and on
individual health status. Two tests, cytogenetic micronucleus assay and single cell gel
electrophoresis were used to evaluate individual response of lymphocytes of cervix
cancer patients to irradiation in vitro and then to compare these biomarkers with
patients’ response to radiotherapy.

In our study on the group of patients with cervical carcinoma treated with
radiotherapy or radiochemotherapy we found significant correlation between
lymphocyte micronucleus frequency induced by 4 Gy in vitro and both, acute and late
side effects. It proves that severity of late complications after radiotherapy is also
determined by genetic predisposition, which can be tested in lymphocytes (Fig.1).
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Fig. 1. Correlation between normal tissue late reactions and yield of
micronuclei induced by 4 Gy in lymphocytes of patients before radio-
and radiochemotherapy

The study on individual radiosensitivity with application of comet assay,
performed by us in the group of cervix cancer patients also showed the significantly
higher basal damage (Fig.2), higher level of damage induced by 2 Gy and worse repair
efficiency in comparison with healthy donors.

Furthermore, we observed inverse correlation between initial damage, induced in
lymphocytes by 2Gy in vitro and late effects in normal tissue due to radiotherapy
(Fig.3). We suggest that patients whose lymphocytes present higher level of damage just
after irradiation must have more efficient mechanisms of DNA damage repair,
especially mechanisms of base and nucleotide excision repair, and these breaks could be
induced by immediate incision of oxidatively damaged DNA chains.
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Fig. 2. Cumulative frequency distribution of basal DNA damage in lymphocytes of
patients with cervical carcinoma (n=42) and of controls (n=30). The median values are
significantly different at p=0.000005.
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Fig. 3. Correlation between normal tissue late reactions and DNA damage induced in
lymphocytes of patients treated with radio– and radiochemotherapy

Our results suggest that prediction of appearance and severity of normal tissue
damage could be possible on the basis of normal cell response measured in vitro.
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Radiation-induced Bystander Effect

Maria Widel, Waldemar Przybyszewski1, Agnieszka Szurko1,2, Maria Konopacka1,
Joanna Rzeszowska-Wolny

1Department of Experimental and Clinical Radiobiology, Maria Sklodowska-Curie Memorial Cancer
Centre and Institute of Oncology, Gliwice, 2A.Chelkowski Institute of Physics, University of Silesia,
Katowice

According to classical radiobiological theories, the cellular damage induced by
ionizing radiation results from direct ionization of critical target (mainly DNA), or from
reactions of water radiolysis products with biological macromolecules. However, during
last several years attention is paid on third mechanism, called “bystander effect”.

Bystander effect is induced in non-irradiated neighbour cells via biochemical
agents and signalling molecules emitted by directly irradiated cells. This phenomenon
appears at:

 genetic level as genetic damage (micronuclei, chromosomal aberrations), changes in
gene expression, and DNA strand breaks

 biochemical level (lipid peroxidation, cytokine production)
 cellular level (apoptosis, necrosis).

This effects can potentially contribute to development of radiotherapy side effects (local
and distant), might induce genomic instability and mutations and might be a risk of
secondary cancers. Nature of agents responsible for bystander effect is not defined as
yet.

Experiments on different cell lines in vitro indicate that bystander effect is mainly
observed at low doses of radiation. Thus it may have particular role in modern
radiotherapy, where novel techniques are introduced as 3D-CRT (3D conformal
radiation therapy) and IMRT (intensity modulated radiation therapy), the aim of which
is diminution of dose delivered to the normal tissue included in radiation field.

In the Department of Experimental and Clinical Radiobiology at the Centre of
Oncology-Gliwice, where authors are employed, the studies are undertaken to explore
the biochemical and molecular nature of bystander effect. Most of researches involved
in bystander effect use “conditioned medium” taken from irradiated cells to induce
some bystander effect in non irradiated cells. We used the multicultural mega colonies
model to study bystander effect, namely: cells are growing as separated multicultural
mega colonies in culture flask. Megacolonies growing on one half of flask are
irradiated, whereas megacolonies on second half are shielded. After irradiation
megacolonies are co-cultivated for required period, cells are harvested separately and
effects are observed on cellular and molecular level. Up to date we were able to observe
increase in induction of micronuclei, apoptosis and necrosis not only in cells directly
traversed by gamma rays but also in cells isolated from megacolonies not irradiated.

We are also using the special type of multiwell plates with inserts to cocultivate
normal and tumor cells of different radiosensitivity to study the reciprocal influence of
both types of cells, when only one of them are irradiated.

For genetic studies we use the oligonucleotide microarray analysis.
Characterization of the transcriptional reprogramming induced by radiation is an
important step in understanding these processes and differences of response to radiation
and to practice for treatment of neoplastic diseases.
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The knowledge and better understanding of bystander effect phenomenon might
be useful for radioprotection of normal tissue damage and for diminution of long term
harmful radiation effect(s).

Photodynamic therapy (PDT)

Maria Widel, Agnieszka Szurko1,2, Gabriela Krämer-Marek2, Aleksander Sochanik3,
 Irena Ratuszna2

1Department of Experimental and Clinical Radiobiology, Maria Sklodowska-Curie Memorial Cancer
Centre and Institute of Oncology, Gliwice, 2A.Chelkowski Institute of Physics, University of Silesia,
Katowice, 3Department of Tumour Biology, Maria Sklodowska-Curie Memorial Cancer Centre and
Institute of Oncology, Gliwice.

Photodynamic therapy (PDT) is a relatively novel and promising anticancer
therapy based on combined use of a photosensitising agent and visible or near-infrared
light (600-800 nm). Generally, PDT is based on photoactivation of a sensitizer taken up
by targeted (i.e. cancer) cells. Two types of reaction can occur after photoactivation of
the photosensitizer. The first involves generation of free radicals like superoxide anion,
O2¯ (type I); the second produces singlet molecular oxygen 1O2 (1∆g) (type II), possibly
the main species responsible for oxidizing neighbour molecules .

I mechanism (generation of radical  species)
 3F* + RH = FH · + R·   (H atom transfer)
 3F* + RH = F .- + RH .- (electron transfer)

The radical species then reacts with ground state oxygen so that overall the reaction is photochemically initiated

autoxidation, thus:

FH · + 3O2 = 1F0 + HO2
·

F .- + 3O2 = 1F0 + O2
.-

II mechanism ( generation of singlet oxygen, in presence of molecular oxygen)

3F* + 3O2  = 1O2* + 1F0

3F*  =  excited photosensitiser
1O2* = singlet oxygen (life time: a few µs, penetration distance ~ 0,02 µm)

Highly reactive oxygen species formed within cell membrane, cytoplasm or organelles
lead to peroxidative reactions causing damage to DNA and other molecules and finally
resulting in cell death. PDT can induce two modes of death of targeted cells, apoptosis
and necrosis.

Among the first-generation photosensitisers the most popular is Photofrin, used in
clinical practice for treatment of neoplastic and pre-neoplastic diseaseses. However, its
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applications remain limited. First of all, Photofrin is a complex mixture with low
extinction coefficient in the red spectral region. This implies administration of relatively
large amounts of this drug in order to obtain satisfactory phototherapeutic response. In
consequence, due to high drug accumulation, patients have to stay several days out of
sunlight to avoid sunburn reactions. These drawbacks prompted us to search for
photosensitising agents with improved optical and pharmacokinetic characteristics.

In cooperation with University of Silesia we have undertaken physical-chemical and
biological studies of new synthetic porphyrin derivatives with the aim to find effective
photosensitizer with the better properties than that characterizing Photofrin.

The group of amino acid-derivatives of porphyry and two derivatives with long
carbon chains ( C16 – TTP – 5 - ( 4 -hydroxyphenyl)- 10, 15, 20 - tritolylporphyrin,
TPYR – PP – 5 - ( 4 -hexadecyloxyphenyl)-10, 15, 20-tri-pirydylporphyrin) were
studied up to date.Particular attention was given to the time-resolved singlet oxygen
phosphorescence as a measure of singlet oxygen quantum yield, since, the higher the
singlet oxygen quantum yield, the higher photodynamic activity of sensitizer.

Biological activity of these agents e.g. cytotoxicity and photodynamic activity
were studied on different tumor cell lines (human melanoma Me45, human colorectal
carcinoma HCT116, murine melanoma (B16(F10)). Chemicals were applied as
liposomal emulsion, and cellular localization was evaluated by confocal microscopy.
On the basis of our studies we selected two porphyrin derivatives TPYR-PP and C16-
TTP as the most effective, relatively nontoxic agents. Among amino-acid derivatives,
glycin-porphyrin appeared also effective photosensitizer. All of them are promising
agents for further in vivo studies. We are going to continue this type of study using
further modification of porphyrin.

Fig.1. Example of porphyrin localization in human melanoma cells Me45 evaluated
by confocal microscopy
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Analysis of signaling pathways

M. Kimmel, J. Śmieja

Following rapid developments in new experimental techniques, mathematical modeling
of regulatory pathways that control intracellular biological and chemical processes is
gaining increasing interest in the biomedical research. Though the models are
unavoidably much simplified they can significantly contribute to the biological field.
Knowledge about dynamics of the processes involved in a given pathway facilitates
better planning of experiments. Mathematical models can help to formulate or reject
new hypotheses about unknown processes underlying results observed in experimental
work. As a result, directions to be taken in experimental work may be suggested by
mathematical models. Moreover, modeling can be used to analyze perturbed behavior
even before experiments are undertaken, and answer the question if the desired effects
are possible. Finally, analysis of dynamics can indicate time points, at which
measurements should be taken to gain maximum information from experiments. Two
pathways are analyzed in this study – a pathway activated by Interferon-β, that is used
in defense against viral infection, and NFkB pathway, involved in many processes
crucial to cell survival. Both deterministic and stochastic models are being developed
and their properties studied. This is done in cooperation with experimental groups,
providing data used form model validation and benefiting from predictions of our
models. Ultimately, the models built in this researched will be linked to those used for
investigation of cell population behavior.

Direct cooperation with other research groups

1. Cooperation with Rice University, Houston, USA - biomathematical studies.
2. Cooperation with University of Texas Medical Branch, Galveston, USA – analysis

of signaling pathways

Classification and selection of DNA microarray data

K. Fujarewicz, M.Kimmel, A. Świerniak

DNA microarrays are relatively new technique allowing biologists to perform genome-
wide studies. They can measure abundance of mRNA in cells which corresponds to
expression levels of particular genes. The main advantage is the huge number (tens of
thousands) of genes which expressions can be measured. While the technique of
production of different types of DNA microarrays (cDNA, oligonucleotide) is well
established, computational methods for data analysis still requires modifications to take
into account the specificity of the data. A standard problem stated by biologists is to
build the classifier which can classify (predict the class) of a new sample based on
previously collected and annotated set of microarray experiments. Another problem
which is closely connected with the classification problem is to find a set of
differentially expressed genes based on which we can build the classifier. The common
approach is to rank all genes and to choose the high scored genes. This univariate
approach gives the set of the best genes. An alternative is a multivariate analysis which
looks for the best set of genes. We have tested several, new and existing, methods of
gene selection. A new method of selecting differentially expressed genes, called
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Recurrent Feature Replacement (RFR), based on support vector machines technique,
has been presented. It has been successfully applied to classification problem of thyroid
cancer.

Parameter estimation for models of cell signaling pathways

K. Fujarewicz, M. Kimmel, A. Świerniak

Mathematical models of cell signaling pathways frequently take a form of sets of
nonlinear ordinary differential equations. To compare different models and to test their
ability to model processes, for which experimental data are available, an efficient
method of parameter fitting is needed. Unfortunately, while the model is continuous in
time, all available measurement techniques, such as: Western blot expression analysis,
electrophoretic mobility shift assays or gene expression microarrays, provide
measurements at discrete time moments only. Moreover, these time moments may be
non-uniformly distributed and may be different for different signals measured. Hence
the problem of estimation of model parameters has dual nature: the model is
continuous-timed but the performance index is discrete, sum-quadratic.

Generalized Backpropagation Through Time (GBPTT) method, developed by us
in the past and recently extended to continuous-discrete systems is a tool which can be
applied to solve the problem stated above. Papers describe how the GBPTT can be
applied for estimation of parameters of signaling pathways models.

Unfortunately, in practice the data are produced by blotting techniques. These
methods produce images and the information about concentrations of particular
substrates are only semi-quantitative. In most cases concentration levels may be
compared within one blot and cannot be compared to concentrations estimated based on
other blots. This is the second difficulty appearing in practice. To solve it we assumed
existence of unknown multipliers (one multiplier per one blot) and estimate them using
the same GBPTT methodology. The proposed approach has been applied to estimate
parameters of the model of NFkappaB transcription factor, recently proposed in
literature.

Gaussian mixture approach to the analysis of microarray data

J.Polańska, A.Polański

An approach, which has a potential to support analyzing DNA microarray data is
mixture modeling of probability distribution of gene expression levels. This approach is
based on the empirical observation that probability density functions of gene
expressions can be represented by using mixtures of distributions and uses the
hypothesis that parameters of approximating mixture distributions contain useful
information. Several researches in this field appeared in the literature. Approximating
probability density functions (pdfs) of logarithms of expression levels or fluorescence
intensities of probes by mixtures of distributions can be used to solve several issues in
the interpretation of DNA microarray data. We developed methods for obtaining
parameters of mixtures of different distributions and proposes to use mixtures of factor
analyzers for unsupervised classification gene expression datasets. The decomposition
of expression level probability density functions into Gaussian components can be also
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used to set thresholds to classify expression levels as „change”, „no change”,
„overexpressed”, „underexpressed” etc. We address the problem of analysis of transient
time course data of expression profiles too. Like others we accept the assumption that
coexpression of genes can be related to their belonging to the same component. We
assume that parameters of Gaussian components, means and variances, can differ
between time instants. However, the gene composition of components is unchanged
between time instants. For such problem formulation we derive the appropriate version
of the Expectation Maximization (EM) algorithm recursions for estimation of model
parameters. We apply the derived method to the data on gene expression profiles of
human K562 erythroleucemic cells and we discuss the obtained gene clustering.

Inferring cause – effect relations from gene expression profiles

A.Polański, J.Polańska

Comparisons of gene expression profiles in cancer and normal cells, abundant in the
literature lead to discovering and publishing lists of differentially expressed genes and
to large collections of cancer–versus–normal gene expression profiles available in
electronic databases. Data on cancer–versus–normal expression profiles support the
research in carcinogenesis in the sense that they confirm and/or verify existing
knowledge on roles of genes in neoplastic transformations and they provide genes –
candidates for further studies. It should be, however, noted that at present for most of
discovered differentially expressed genes, their roles in neoplastic processes are
unknown. When analyzing lists of differentially expressed genes in cancer – versus –
normal comparisons, a question arises on causality of relations implied by the detected
differences. If a gene is expressed differentially in cancer and normal cells, then is it a
cause or rather an effect of the ongoing neoplastic transformation? This question is of
great importance. Knowledge on the distinction between causes and effects among
differentially expressed genes, not only supports researches on their potential roles in
tumor biology but also helps in developing diagnostic and prognostic clinical tests
based on measured gene expressions.

Data on expression profiles of normal versus cancer cells are of observational type
where there are no experimental interventions and there is no time order of signals.
Therefore labeling genes as causes or effects of the neoplastic transformation, based
solely on their patterns of expressions is difficult and even problematic. Nevertheless,
since cause versus effect tests, even with low specificity and selectivity, can lead to
improvements in many fields it seems to us that the question stated is worth studying.
We developed the methodology allowing to partially answer the questions (i) whether
distinction of causes versus effects leaves a signature in the cancer versus normal gene
expression profiles and (ii) whether roles of genes, causes or effects can be inferred
from repeated measurements of gene expressions. We address the question of causative
dependencies by the use of Bayesian networks (BNs), which are natural models for
representing multidimensional joint probability distributions. Nodes of  BNs correspond
to random variables representing measurements or observations, and directed edges
correspond to relations between these random variables. Causality relations are implied
by directions of  (non reversible) edges of BNs. The basic obstacle in using BNs for
studying causality relations is the need to estimate the topology of a BN from
observations. The problem of estimating topology of BN is difficult, due to the large
amount of uncertainty and to serious computational complexity even for BNs of very
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moderate sizes. Therefore we take a different approach of constructing a declarative
BN, which models a scenario of triggering neoplastic processes by altered gene
expressions.  In the next step we solve the node assignment problem for the constructed
BN. The assignments of genes to the nodes of the BN imply their classification as
causes or effects. Applying our methodology to real gene expression data from cancer –
versus – normal comparisons confirms that our BN models have the ability to explain
some aspects of observational evidence. Effects of neoplastic transformations are most
distinctly seen among genes with the highest power to differentiate between normal and
cancer cells. Likelihoods of BNs depend on the biological role of selected genes,
defined by Gene Ontology. Also predictions of our BN models are coherent with the set
of putative causes and effects constructed based on our data set of papillary thyroid
cancer.

Model of evolution at a pair of SNP loci under mutation, genetic drift and
recombination

M.Kimmel, J.Polańska

Linkage Disequilibrium (LD) has been one of the most intensely studied subjects in
population genetics. Introduction of Single Nucleotide Polymorphisms (SNPs) and
sequencing of the human genome seem to be the turning points for these studies.
Ubiquity of SNPs and the possibility of anchoring them in the human genome sequence
contribute in this trend. Why are we interested in LD? Pragmatic reasons include
identification of regions with markers appropriate for disease-association studies.
However, there also exist basic questions regarding evolution of the modern human
genome which may be elucidated by studying LD. One of these questions is the
influence of past demographic trends on current LD. Another question is the age of
SNPs. Still another is the relative importance of the basic genetic forces for evolution of
LD. Genetic forces responsible for the observed pattern of LD are recombination,
genetic drift, mutation and selection. Even if selective neutrality is assumed, joint
consideration of the remaining three forces is quite complicated and is usually
considered to require simulation methods. These usually are based on the coalescence
process and are powerful but computationally intensive. To answer these questions a
model of evolution at a pair of SNP loci, under mutation, genetic drift and
recombination is proposed where mutation is modeled using a two-state Markov model.
The model is extremely fast computationally, which makes possible to review a large
number of parameter values and different demographic scenarios in a short time. We
obtain estimates of the age of population expansion of modern humans, which are
consistent with the consensus estimates. In addition, we are able to estimate the ages of
the polymorphisms observed in different genomic regions and we find that they vary
widely with respect to their age.

Statistical evaluation of familial risk factors in type 1 diabetes mellitus

J.Polańska

Type 1 diabetes is a juvenile immune system disease that leads to destruction of
pancreatic cells and, eventually, to the loss of the ability of insulin production. In many



171

countries (among them Poland) the incidence of type 1 diabetes has been substantially
increasing in recent years. Increasing incidence and unknown aetiology of the disease
motivates epidemiological studies of possible risk factors (autoimmunological, genetic
or environmental). It is believed that the immunopathogenic process may be triggered
by several environmental factors such as viral infections, stress or chemical substances
from the air or water. It also seems that susceptibility of a child to the disease can be
associated to perinatal factors, e.g. birth weight or parental age at the moment of the
child’s birth. It is well known that maternal age over 35 years of age results in increased
susceptibility of the child to several diseases. So it seems possible that increasing
incidence of type 1 diabetes can be at least partly related to the tendency of late
motherhood observed more frequently in industrialized countries. However, in order to
be precise in statements regarding the growing incidence of type 1 diabetes to increased
maternal age at the moment of giving birth to their children, a statistical study must be
performed to answer the following questions: (i) are children born from mothers over 35
years of age exposed to increased risk of being affected by type 1 diabetes?, (ii) how
does this risk depend on mother’s age at the moment of child’s birth? Statistical
research on familiar risks for type 1 diabetes must be rather carefully designed, due to
the existence of the mechanism of bias in estimating levels of risk resulting from
different susceptibilities to risk to type 1 diabetes of children born in different birth
order in the family. In order to avoid bias, maternal age must be analyzed in parallel
with other risk factors, specifically with the child’s birth order. Several approaches
could be applied for estimating risks: contingency tables and odds ratios, logistic
regression and, most general, non - parametric models with moment estimators for
coefficients.

The EM algorithm and its implementation for the estimation of frequencies of
SNP-haplotypes

J.Polańska, M.Kimmel

Much of recent research in clinical genetics relies on resolving genetic structure of
complex diseases (traits). Complex genetic traits are linked with DNA loci located in
multiple regions in the genome. Eventually, the studies will allow associating risks for
complex diseases with sets of specified haplotypes. Problems to be solved to achieve
this aim stem from necessity to carry out large population-based studies and to collect
large amount of data, and necessity to develop robust and efficient numerical algorithms
for haplotype reconstruction from unphased genotypes. The first practical approach to
solve the problem of haplotype reconstruction from unphased genotype data was a
parsimony - type method. Necessity to better use the information contained in the
collected samples led to the increased interest in maximum likelihood estimates of
haplotype structure. However, the likelihood function associated with samples of
unphased genotypes with underlying haplotype structure is complicated and cannot be
maximized by standard techniques. A breakthrough was the application of the
Expectation Maximization (EM) method to maximize the likelihood of observed
genotype data. Due to the interest in haplotype blocks, coming from the abundance of
SNP data, the problem of accuracy and reliability of haplotype reconstruction methods
significantly gained importance. Despite many studies on the properties of the EM
algorithm, several problems related to its application are still unsolved. Among the most
important are: determining the speed of convergence, sensitivity to the stopping
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criterion and existence of multiple local maxima. We have developed a Matlab - based
implementation of the EM method. Using our program we study and illustrate several
aspects of the EM application: speed of convergence, reliability of estimates, and
existence of multiple solutions.

The mathematical modelling of the dynamics of DNA repair.

J.Polańska, J.Rzeszowska

DNA single-strand breaks (SSBs), resulting from γ-irradiation are usually quantified by
single-cell gel electrophoresis (commet assay). We propose the data for the SSB levels
measured immediately after irradiation and during repair for each individual to be fitted
by the Gauss-Newton nonlinear least-squares procedure to the equation
D(t)=(a·et/b+c)1(t), where D(t) is the SSB level at time t after irradiation. The biological
interpretation of model parameters is well defined; a is the level of SSB immediately
after irradiation, b is a time constant inversely related to the repair rate, and c is the
estimated level of unrepaired SSBs. The statistical analysis of cancer versus normal
cells data demonstrated that there are significant differences in these parameters
between groups. The relatively low rate of repair process and high level of unrepaired
SSBs were classified as risk factors for developing head/neck cancer. The common
analysis of DNA repair process and polymorphisms of genes that encode proteins of
different DNA repair pathways (XPD codon 312 Asp→Asn and 751 Lys→Gln, XRCC1
399 Arg→Gln, and MGMT 84 Leu→Phe) demonstrated that the presence of variant
alleles coding for Asn at XPD312 is associated with more radiation-induced SSBs and
fewer unrepaired SSBs. The phenotype (high induced SSBs / low unrepaired SSBs) was
seen in the majority of XPD312 Asn/Asn homozygotes; the odds ratio for variant
homozygotes to show this phenotype was 5.2 (95% confidence interval 1.4–19.9). XPD
can participate in repair of ionizing radiation-induced DNA damage. While it cannot be
excluded that the effects observed are due to cosegregating polymorphisms or that the
responses of lymphocytes are not typical of other cell types, the results suggest that
polymorphism of DNA repair genes, particularly XPD, is one factor implicated in the
variability of responses to ionizing radiation between different individuals.

Genetic risk factors for autoimmunological diseases

J.Polańska

Diabetes mellitus type 1 (DMT1) and Graves-Basedov diseases (GB) are both classified
into the group of autoimmunology diseases, where both genetic and environmental
factors play important role in developing it. It is currently accepted that genetic
susceptibility interacting with unknown environmental factors is responsible for the
autoimmune basis of DMT1 and GB. Both genome screens and studies searching
candidate genes have confirmed that DMT1 and GB are the heterogeneous polygenic
disorders, with a about 20 of loci contributing to the susceptibility to disease. The most
important genes, responsible for above 50% genetic risk of developing diabetes, are
located in HLA region on chromosome 6p21. The first region of HLA connected with
susceptibility to DMT1 (HLA class I B8 and B15) was found thirty years ago. The
positive association of certain HLA class II alleles with DMT1 – DQ8/DR4 and
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DQ2/DR3 in most Caucasian populations has been very well documented. The tumor
necrosis factor α (TNF-α) is known as proinflammatory cytokine implicated in the
pathogenesis of autoimmune and infectious diseases.  The genes of TNF-α are located
in the region HLA class III (250 kb centromeric of the HLA-B and 850 kb telomeric of
the class II HLA-DR genes in humans). Although contribution of TNF-α to DMT1 and
GB is not well established in humans in  multicenter studies, it has been shown in
animal model that TNF-α can be cytotoxic for β-cells supported by both interleukin-1
and interferon-γ. It has been pointed in several studies, that TNF-α region contains a
few polymorphisms (single nucleotide polymorphisms – SNP) which could be
connected with a different cytokine secretion. Probably different places in the promotor
region, in the first intron, in the 3’untranslated region and microsatellites could
determine different levels of TNF-α production. The TNF-α promotor polymorphism -
308 in the human involving the substitution of guanine (known as TNF1) by adenosine
(known as TNF2) has been most often used in the associated studies. TNF2 allele seems
to have a real functional significance because it is a much stronger transcriptional
activator than the common allele TNF1. In view of gene location, it has been speculated
that polymorphism of this locus might contribute to HLA association with DMT1 and
GB. We suggest that these associations may originate from the typical for HLA linkage
disequilibria (LD) between estimated alleles in the TNF locus and other alleles of HLA
region.

Maximum likelihood method for MALDI spectral alignment

J.Polańska, A.Polański

Over the last few years, mass spectrometry MS techniques (MALDI and SELDI - TOF
MS) have undergone important improvements, enabling the exploration of proteins
along a wide range of molecular weights in biological samples. Similar to DNA
microarrays and genetics, mass spectrometers have been a revolution to the field of
proteomics, allowing the researchers to build "signatures" or proteomic patterns specific
to different conditions or pathological states. These profiles will provide us with
proteomic biomarkers suitable for the diagnosis and prognosis of diseases, such as
cancer. The big amount of data generated, however, makes it necessary to perform
accurate data preprocessing and analysis. The standard steps in spectra analysis are: (i)
data preprocessing and (ii) classification, clusterisation, data mining. Reproducibility of
biomarker identification depends in part on careful data preprocessing: spectral
calibration; spectral denoising; baseline correction; normalization; smoothing, binning;
peak detection and peak quantification. Due to effects caused by temperature variation,
column ageing and small variations in mobile phase composition, peak shifts are
observed. To correct these peak shifts, several aligning techniques have been proposed
in the literature, among them correlation optimized warping (COW), dynamic time
warping (DTW), parametric time warping (PTW), peak alignment by a genetic
algorithm (PAGA) and fuzzy warping (FW). Recently, a new aligning method called
semi-parametric time warping (STW) has been proposed offering a better flexibility of
alignment. STW is computationally a simple and fast method, which does not require
peak detection and does not necessarily require the fine tuning of input parameters.
Therefore, STW could be an interesting alternative to COW and PTW. The peaks can be
modeled based on the selected function using, for example, the Levenberg-Marquart
least square fitting algorithm. Peak modeling not only enables the areas of peaks to be
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accurately estimated, but it also allows overlapping peaks to be resolves therefore
giving more accurate area measurements compared to integration of the area under the
peak curve. The most popular models are: Gaussian; Lorentzian (1/(1+x2) type);
pseudo-Voigt (weighted sum of Gaussian and Lorentzian functions); and log-normal.

Our peak (spectral) alignment algorithm relies on the decomposition of signals
into Gaussian components and estimation of components parameters, means, standard
deviations and weights, by using maximum likelihood method. The developed approach
by Gaussian mixture decomposition is competitive compared to other methods. Leads
to: (i) good fit between spectra m/z functions and their mixture models; (ii) peak
alignment; (iii) stable detection of differentiating peaks. The approach by Gaussian
mixture decomposition depicts the need for redefining the concept of peaks and aligned
peaks in spectra. The analyses confirm statistically significant differences between
healthy and cancer samples.

Characterization of colon cancer cell lines.

A. Lalik, M. Skonieczna, S. Student, J. Rzeszowska-Wolny

Colon cancer is one of the most common type of cancer in the developed world. It is
one of the most common leading cause of cancer-related death, too. The only curable
treatment for colorectal cancer is resection, but recurrence occurs in most resected
cases. Accordingly to improve the overall survival of patients with colon cancer there is
need to develop an early diagnosis method and an effective treatment.
Our research have concentrated on changes in the gene expression pattern and
alterations in the molecular mechanisms induced by radiation in human colon cancer
cell lines. We have collected data from experiments such as comet-assay, micronucleus
assay, western blotting, RT-PCR, DNA microarray. Then we have analyzed the
received data by advanced  mathematical analysis to extract useful biological
information. We believe  our work improve understanding of the colon cancer spread
and metastasis.

Control theoretic approach to antiangiogenic therapy

A. Swierniak

Angiogenesis is a complex process which leads to the formation of new vessels and it is
stimulated and controlled by molecular factors called activators (stimulators) and
inhibitors (blockers) of angiogenesis. During progression of tumor these factors are
released by tumor itself to develop its own vascular network which enables its growth
and in the next stage determines possibility of cancer metastasis. Since this network is
necessary for tumor development in late sixties of the last century a new anticancer
therapy was proposed target of which was not directly the cancer cells but the new born
vasculature. This therapy is known as antiangiogenic therapy and the idea is to reduce
the tumor volume reducing its vasculature. It has been first time hypothesized by
Folkman more than thirty years ago.

The most important obstacle against successful chemotherapy is drug resistance
acquired by cancer cells while the normal tissues retain sensitive to the drugs.

This negative feature of chemotherapy may be used as an advantage in the
antiangiogenic therapy which is directed towards special part of normal tissues and only
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indirectly destroys tumor cells and it is why it has been called by Kerbel a therapy
resistant to drug resistance. Therapy directed against tumor vasculature does not exploit
tumor cell sensitivity, relying instead on tumor suppression consequent to inhibition of
associated vasculature. For more than ten years Folkman’s ideas were not followed by
experimental or clinical investigations but now tumor angiogenesis belongs to the most
inspiring areas of cancer research in oncology.

The complexity of the process of vascularization as well as the way in which
inhibitors, stimulators and antiangiogenic drugs act results in the complex models
applicable for simulation of the process but less useful in synthesis or even analysis of
therapy protocols. The exception is a class of models proposed by Hahnfeldt et al who
suggested that the tumor growth with incorporated vascularization mechanism can be
described by Gompertz type or logistic type equation with variable carrying capacity
which defines the dynamics of the vascular network.. Roughly speaking the main idea
of this class of models is to incorporate the spatial aspects of the diffusion of factors that
stimulate and inhibit angiogenesis into a non-spatial two-compartmental model for
cancer cells and vascular endothelial cells. The models considered in our
research.belong to this class.

In our study which has been developed in cooperation with A. D’Onoffrio from
European Centre of Oncology, Milano and A. Gandalfi from Institute of Information
Analysis and Systems, Rome we have compared different modifications of Hahnfeldt
model of vascular tumor growth and their application to rationales of antiangiogenic
therapy. We discuss advantages and drawbacks of such models in context of  their
possible application, agreement with clinical data and difficulties of mathematical
analysis. We have found protocols optimal in the biologically reasonable sense. We also
contest results of some other authors and discuss possible approaches to optimization
problems resulting from therapy protocols design. Moreover in cooperation with R.
Tarnawski from Centre of Oncology, M.C. Memorial Institute , Branch Gliwice we
have discussed optimization of.. combined radio- and antiangiogenic therapy.

Control and Estimation in Cell Populations

M. Kimmel, A. Świerniak, Z. Duda (Control and Robotics Group),
A. Polański, J. Polańska, J. Śmieja

Two major obstacles against successful chemotherapy of cancer are (1) the cell-cycle-
phase dependence of treatment, and (2) the emergence of resistance of cancer cells to
cytotoxic agents. One way to understand and overcome these problems is to apply
optimal control theory to mathematical models of cell cycle dynamics. In the elaborated
models the control actions represent drug dosage or, more generally, therapeutic
protocols and a region of the disease parameters considered as admissible defines a
target set for the state. In the case of cancers the disease state should be represented by
the size of the tumor defined for example by the number of transformed cells.
Unfortunately any control action i.e. treatment by drugs does not selectively disturb
cancer tissues. Both chemotherapeutic agents or radiation act on normal tissues. Thus,
the control problem becomes much more intricate than in many industrial applications,
the more that the unperturbed system (i.e. when therapy is not applied) leads always to
undesirable outcome. The study of these models leads not only to new results in
optimisation and estimation theory as well as in their applications in oncological
practice.
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Supervised and unsupervised analysis of gene expression data

K. Fujarewicz, K. Simek (Control and Robotics Group), M.Kimmel, A. Świerniak

Recent development of experimental techniques like cDNA microarrays and
oligonucleotide chips attracted a lot of research interest. The novel methods permit to
measure expression levels of thousands of genes in a massively parallel way. Their main
advantages are reproducibility and scalability of obtained data and short time of one
experiment. The new data resulting from the experiments promise to enhance
fundamental understanding of life on the molecular level, from regulation of gene
expression and gene function to cellular mechanisms, and may prove useful in medical
diagnosis, treatment and drug design. Analysis of these data requires mathematical tools
that are adaptable to the large quantities of data, while reducing the complexity of the
data to make them comprehensible.

So far gene expression data have been used successfully to classify the cancer type
of a given sample or classify groups of co-regulated genes. Our research follows the
mainstream of the analysis. We have tested several, new and existing, methods of
classification , and showed that a selection of proper (optimal) set of genes, which
expression can be used for  classification, is still an open problem. It has been tested on
different data sets  and compared to other selection methods, recently proposed in
literature. The best results have been obtained when the RFR method has been
combined with Recurrent Feature Elimination (RFE) method .

Recently, data on multiple gene expression at sequential time points were analyzed,
using Singular Value Decomposition (SVD) as a means to capture dominant trends,
called characteristic modes, followed by fitting of a linear discrete-time dynamical
system in which the expression values at a given time point are linear combinations of
the values at a previous time point. We attempt to address several aspects of the
approach To obtain the model we formulate a nonlinear optimization problem and
present efficient way to solve it numerically. We use publicly available data to test the
approach. We discuss the possible consequences of data regularization, called
sometimes ``polishing'', on the outcome of analysis, especially when model is to be used
for prediction purposes. Then, we investigate the sensitivity of the method to missing
measurements and its possibilities to reconstruct missing data. The results point out that
approximation of multiple gene expression data preceded by SVD provides some
insight into its dynamics but may also lead to unexpected difficulties, like overfitting
problems.

Research Laboratory of Computational Biology

To solve complex problems more and more often we have to use very advanced and
time and memory-intensive computations. These computations may last too long if we
utilize personal computers. In addition, data generated and processed during the
computations may have enormous size, impossible to store in common-use machines.
To make such calculations possible our research laboratory was created.

The basic field of research realized in this laboratory is implementation of
algorithms that facilitate the understanding of biological processes through the
application of statistical and machine learning techniques. Because these methods are
often compute-intensive and often accumulate huge amount of data from biological and
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chemical experiments such as DNA microarray chips and mass spectometry we attempt
to create algorithms that are efficient, based on existing hardware architecture.

In the laboratory we have four high-end servers which compose the total of 7
CPU’s (3 machines are dual processor systems based on Intel Xeon HyperThreading
architecture), 12 GB of RAM and about 1.4 TB of disc space. Whole system is
connected by low-latency local network (1 Gbit ethernet) to create High Performance
Computing cluster, which is also named Beowulf cluster – a unified system for parallel
computing.

Fig. 1. Hardware cluster architecture.

This cluster is based on Linux platform and software package based on message-passing
paradigm (distributed memory virtual computers such as PVM – Parallel Virtual
Machine or MPI - Message Passing Interface). Users can create and execute programs
written in C, C++ or FORTRAN programming languages or can take the advantage of
highly developped scientific environments like Matlab, R or others.

OS OS OS OS

PVM / MPI

Matlab, R  etc

User

HardwareHardwareHardwareHardware

Operating System

Software layer

Hardware layer

Fig. 2. Software architecture.
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Fig. 3a. Equipment of laboratory

Fig. 3b. Equipment of laboratory

Fig. 3c. Equipment of laboratory
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IMAGE PROCESSING AND PATTERN RECOGNITION

Selected Problems of Colour Image Processing

H. Palus

Colour images are the sources of rich information on objects in the scene. Therefore, its
acquisition and processing can significantly simplify both object recognition and
location processes. Nowadays an easy access to the equipment for colour image
acquisition e.g. scanners, digital still cameras etc. and still grow-up of computational
power are the reasons of colour images use instead of the grey-level images. Apart from
the use of the methods popular for the monochrome image processing, the digital colour
image processing uses the results of colour science, especially the colour measurement
technique.

The research was concentrated around the low level processing problems starting
from the representation of colour in digital images, colour image acquisition,
preprocessing (filtering, colour quantization), to continue with the problems of colour
image segmentation and its evaluation. In the vision systems processing colour images,
peculiarity of colour at these low level stages is revealed. In the high level processing
(feature extraction, object recognition, scene interpretation etc.) the colour of region can
be one of many used features as shape, size or texture.

The first part of research concerns the stage preceding the image segmentation i.e.,
the preprocessing stage, in which the research has been restricted to the problems of
colour quantization and denoising filtering. Three colour quantization methods: uniform
quantization in RGB space, uniform quantization in HSV space and k-means technique,
have been investigated. The following measures for evaluation of the quantization
results were used: the fundamental signal processing measure PSNR, the colour
difference DeltaE and additionally proposed difference of colourfulness, DeltaM.
Within the framework of the filter testing a few nonlinear edge preserving filters have
been compared. The use of evaluation function, originally proposed for the image
segmentation, for denoising filtering, is also proposed. As a result of special interest in
the image colourfulness was an application of this global perceptual attribute in
comparison of scalar and vector median filters.

The second part of research is devoted to the problem of colour image
segmentation that is very important in many applications. In general sense the image
segmentation is an action on limited set of pixels with the aim of dividing into subsets
(e.g. regions) with similar elements. The range of the considered segmentation
techniques has been limited to the pixel-based (clustering) and region-based techniques.
The k-means clustering technique with its parameters has been thoroughly tested. Two
versions of region growing technique have been presented: seeded and unseeded
versions. The latter automatic technique generates good results. Proper selection of
homogeneity criterion, threshold and colour space allows to ignore shadows and
highlights in the image. Postprocessing (e.g. small region removing) additionally
improves the quality of the segmentation. Special evaluation functions, which
usefulness has been confirmed in the research, can be used for the measurement of
quality of the segmentation.
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The most important results and achievements of this research have been
summarized in just published monograph.

Laboratory of Digital Archiving

One of our research topics is the digital heritage preservation. As it is obvious that
historical documents are one of the most valued cultural heritages of any nation, for
centuries, incunabula, maps, music sheets, manuscripts, facsimile and old prints have
been carefully stored, archived and protected over times of wars and natural disasters, in
order to preserve them for future generations. Unfortunately, the historical documents
deteriorate with time in many ways. Vellum, canvas, paper, ink and print are exposed to
aggressive chemical, physical and biological factors, which in turn leads to slow but
inevitable and permanent loss of valuable exhibits.

This great danger is forcing to take prompt counter-measures in order to preserve
our cultural heritage for future generations. Because of the inevitable process of total
natural destruction that is due to happen to many items in the nearest future, the only
way of preserving the collection is to save the information content and make exact
copies of originals using analog or digital acquisition of document images.

We are convinced that modern techniques of digital collection, storage and display
are the only durable and relatively cheap way to preserve the information value of
documents and the only effective method of making public the knowledge about
collections of documents preserved in museums and libraries.

Such actions allow securing informational values of the documents and making
them available to general public. It is especially important considering the fact that
optimal document storage conditions, i.e. in separation from damaging external
influences, often limit the access to the documents, even making them unavailable to
larger groups of specialists.

Archiving the information layer of the document indirectly prolongs its physical
existence, because the need to make the original document accessible is eliminated, at
least in majority of the access requests where only the information contained in the
document is needed.

Our research work is mainly focused on issues of digital acquisition, image
preprocessing, archiving and multimedial presentation of collections.

Laboratory equipment (main elements):
• large format (4×5) view camera Cambo Ultima Digital,
• high-performance digital scan back Better Light 4000E-HS — technical data:

uninterpolated resolution 3750×5000,  single-pass color or monochrome
scanning, continuously adjustable color balance in 0.1 CC steps, 11 f-stop
dynamic range,

• four Bowens continuous light source utilizes a specially designed fluorescent
lamp to produce a cold, daylight-balanced, safety for historical objects
illumination,

• Manfrotto photo and light equipment,
• Lastolite light tens and reflectors.
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Graph based methods for image elements matching

A. Bal

Image elements matching problem belongs to the most important and difficult problems
in computer vision domain. The importance of this problem is a result of its pivotal role
in obtaining proper results from many practical issues like: patter recognition, visual
object classification, stereo image matching and image data base retrieval. In this work
problem of image elements matching is investigated. The ideas of novel methods for
finding correspondence of image elements, using structural information, are presented.
Task of matching image elements is reduced to the problem of inexact graph matching.
For solving this problem modified method of finding graph matching by clique finding
is used. By the usage of this novel method the inexact, also in sense of graphs structure,
graphs correspondence can be finding.

 

 
 

Fig. 1. Laboratory equipment.
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DISCRETE EVENTS SYSTEMS AND COMPUTER INTEGRATED
MANUFACTURING

Production control
J. Krystek

Every company must have the aim to stay in business – providing a high quality product
or service for a customer to make a profit. Equally important is understanding the
material flow process. The cost of material exceed the cost of labor in many companies
now. Very important is also understanding philosophies and methods for
manufacture, management, and planning.

The evolution of computer power has been closely followed by the power of
planning tools for the manufacturing enterprise. In the 1960s, the first use of  computer
for planning material was used and was named MRP for Material Reguirements
Planning. During the years that followed, began to use MRP not only to control material
but also to plan and manage capacity. The closed-loop MRP was used to assure that the
master plan was created as realistic in terms of not only materials but also capacity.

The next step was to integrate the material and capacity resource plan with
financial resources of the enterprise. Material Resource Planning (MRPII) evolved in
the integrated planning process. According to APICS – The American Production and
Inventory Control Society, “MRPII is a method for the effective planning of all
resources of a manufacturing company”. MRPII evolved into Enterprise Resource
Planning systems, which typically handle the manufacturing, logistics, distribution,
inventory, shipping, invoicing, and accounting for a company. ERP software can control
many of business activities, like sales, marketing, delivery, billing, production,
inventory management, quality management and human resource management.

Equally important is to know how the integrated management systems work. This
knowledge could be used in participation in the commercial implementation of the
integrated management system in enterprise. Particular attention to some of the
algorithms of planning and controlling the production processes ( MRP - Material
Requirements Planning, CRP - Capacity Requirements Planning, SFC - Shop Floor
Control, MPS - Master Production Scheduling, JIT - Just In Time, Kanban, TOC -
 Theory Of Constrains and follow-up production control) in industrial companies should
be paid.

Simulation research of the follow-up scheduling algorithm

J. Krystek

The main purpose of an enterprise is to satisfy all customer requirements that do not
exceed capacity of the production system. Therefore every production planning and
control system may be considered as a system, which function is to adapt the assortment
and the rate of production to currently accepted customer orders. The conformability of
production and customer orders may never be ideal. However, it is possible to construct
a production management system in which the backlogs between the actual demand and
production are under control, owing to feedback loops from material flows to
corresponding decisions making procedures. Using backlog components as the sources
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of feedback signals in the multilevel production control system is the main idea of the
follow-up production control.

In a follow-up production control system every work cell is a production subsystem
(production island) with concurrent manufacturing processes. For each such a process
the operations, executed in workstations of its routing, are synchronized. The partitioned
flow production line, which may be variously divided into partitions designated to
concurrent processing different product, is an example of the work cell. The particular
case, without concurrent processes, is the ordinary flow production line. Another
particular case of the work cell in a follow-up production control system is a single
workstation. In every case the set of products, which may be manufactured by the cell,
depends on the equipment installed in it. Such a set of products is named “preparedness
variant” of the work cell. The variant with number zero corresponds to the idle time.

For a given work cell, after each period of work or idle time, the follow-up
scheduling algorithm decides about the preparedness variant for the next period, as well
as about length of this period. Thus, the next time when decision will be needed may be
easily calculated. If the preparedness variant number is greater than zero, the algorithm
gives lot-sizes of products corresponding to this variant. Parts of these lot-sizes, that fall
to single executive planning periods belonging to a given work period, are executive
plans. Their counterparts for operational planning periods, issued from the layer of
planned orders coordination and distribution, are operational plans. Both, operational
and executive plans are currently generated for consecutive planning periods (fig.1). In
contradistinction to executive plans, the operational ones, concerning a given work cell,
do not have to satisfy the condition of mutual exclusion of different preparedness
variants.

current 
operational
plans

time pulse ending 
executive planning period

state 
of the FPS process

executive
planning 
decisions

Follow-up production
scheduling algorithm

Fig.1. Application of the follow-up production scheduling to make current
decision of the executive planning

The algorithm has been named “follow-up scheduling” because it ensures that its
backlogs, that is running totals of differences between material flow rates, calculated on
the ground of operational and executive plans, are limited for infinite time horizon. In
other words, for each work cell the follow-up control system, with operational plans as
leading variables and executive plans as controlled variables, is stable. The main
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assumption of the stability theorem is that operational plans do not exceed capacity of
the work cell which is the object of control.

Another quality of the follow-up scheduling algorithm is convergence of
corresponding decision process. It means that if leading operational plans are constant
or cyclic then following executive plans become cyclic after finite number of planning
periods. The repetition period of these plans is the one of the algorithm parameters. The
main assumption of the convergence theorem is the same as for stability. Convergence
of current executive plans to cyclic schedules is important because repetitive production
systems are usually designed to strictly cyclic work. Thus, after disturbances
termination they should automatically pass on to the cyclic work mode.

An internet implementation of the follow-up scheduling algorithm was created
(fig.2). This algorithm is designed to current generation of work cell executive plans
which follow operational production plans coming from coordination unit. The
application makes detailed researches of the algorithm operation. The simulation
research goal was to verify if dispatch rules, that are applied to production variants
selection, influence on duration of transient state and on features of  cyclic schedules
generated by the algorithm in steady-state.

Application „Algorytm Nadążnego Harmonogramowania Produkcji” in action can
be at URL: http://nhp.f11.com.pl. seen.

ERP system IFS Applications and the MRP II environment

M. Jagodziński

In the MRP II (Manufacturing Resource Planning) standard system all decisions are
made by people. The most detailed ones are shop orders and shop tasks. Each shop
order points out the product to manufacture, the routing of the manufacturing process,
the due date and the order quantity. Shop tasks are specification of a given shop order
and concern particular operations of the manufacturing process. So, shop orders and
shop tasks give answers to the questions what, how, where, when and how much to
manufacture.

Shop orders are conformable with planned production orders from the MRP
(Material Requirements Planning) module which, in turn, are conformable with master
production schedule (MPS), but all these decisions are made without taking into account
capacity of the plant. Such decision procedure is called “infinite scheduling”.
Afterwards, shop orders are verified in the CRP (Capacity Requirements Planning)
module. If shop tasks exceed capacity of work centers allocated to them the planner
modifies shop orders properly. If it is not sufficient another planners must modify
planned orders and, perhaps, master production schedule.

Integrated enterprise management systems, including IFS Applications,
coordinate flow and analysis of information regarding full product life cycle in
framework of integrated supply chain SCM, it means from design to production
planning, production, controlling, supplying and service (fig. 1).
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Fig.1. The product life cycle in IFS Applications system.

Assembly Line Balancing Problem

W. Grzechca

The line balancing problem is one of the most important problems of preliminary design
stage for flow-line production systems. This problem was generally studied for
assembly lines with a relatively simple structure (simple line, U-shaped line, parallel
line, mixed line). For a given set of manufacturing operations and a given cycle time,
the classical line balancing problem consists in assigning each operation to a
workstation such that the number of workstations is minimized and precedence
constraints are satisfied. The dual problem is minimization of the cycle time for a given
number of workstations. A generalized line balancing problem consists of distributing
operations among workstations while minimizing some criteria different than number of
workstations (cost, productivity, reliability, maintainability, etc.) and taking into
account some additional constraints. Many models for optimal line balancing are
deterministic, the processing times are supposed to be fixed. Finally, production line
balancing has usually several important criteria such as productivity, availability,
investment costs, labor costs, utility costs, maintenance costs, etc. In this case, Pareto
approach for multi-criteria optimization is a natural tool for dealing with various
competing objectives of design problems. Other goal of investigations is comparing
heuristic solutions, which are the only one available for most assembly line balancing
problems. Also genetic algorithms are good tools in finding feasible solution of
discussed problems.

Teaching activities of the System Engineering Group cover the following graduate
courses:

• Electrotechnical and electromagnetic engineering,
• Automatic manufacturing systems,
• Pattern recognition,
• Computer aided Drawing and design,
• Final project seminar,
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• Large scale systems,
• Computer aided decision making,
• Elements of artificial intelligence,
• Sensor systems,
• Operation research,
• Production control,
• Flexible manufacturing systems,
• Expert systems,
• Computer networks,
• Biosystem modeling,
• Digital acoustic and vision signal processing,
• Biometry,
• Artificial intelligence in biotechnology,
• Neural networks,
• Optimization and control in genetics and molecular biology,
• Information processing in ecosystems,
• Death – and – birth processes,
• System dynamics,
• Optimization methods,
• Computer Integrated Manufacturing,
• Robot Vision,
• Optimisation and Decision Making,
• Hierarchical Control,
• Biotechnical Systems.

Moreover, together with the Control Systems and Control Instrumentation Group, two
important educational enterprises are undertaken. The first one started in the fall 2003
initiated new courses in Information Processing and Control in Biotechnology for
students in Automatic Control and Robotics. The second one is interdepartmental study
in Biotechnology initiated by three Faculties: The Faculty of Automatic Control,
Electronics and Computer Science, The Faculty of Chemistry and The Faculty of
Environmental and Energy Engineering. Our Faculty is responsible for specialization
Bioinformatics for which enrollment started in the 2005.



187

Publications

Control and Robotics

Books ans lecture notes
I.1. Gessing R., Duda Z.: Estymacja i sterowanie statystycznie optymalne. Wydawnictwo Politechniki

Śląskiej, Gliwice 2005 (podręcznik 180 str.)
I.2. Gessing R., A. Skrzywan-Kosek, M. Latarnik: Zbiór zadań z teorii sterowania układami

nieliniowymi. Skrypt 2382, Wydawnictwo Politechniki Śląskiej, Gliwice 2006 (wznowienie).

Chapters in edited books
I.3. Czyba R., Błachuta M.: Application of higher order derivatives to nonlinear system control, XV

Krajowa Konferencja Automatyki, Warszawa 2005, pp. 121-126, ISBN 83-89475-00-6. (in Polish)
I.4. Czyba R.: Design of flight altitude control system of aircraft model, Proc. of 11th IEEE International

Conference on Methods and Models in Automation and Robotics, MMAR’2005, Międzyzdroje,
Poland, pp. 317-322, ISBN 83-60140-90-1.

I.5. Czyba R.: Properties of the control with higher order derivatives in regulator based on the altitude
autopilot of aircraft model, Proc. of VIII International PhD Workshop, OWD’2006, Wisła, Conf.
Arch. PTETIS vol. 22, pp. 57-62, ISBN 83-922242-1-3.

I.6. Gałuszka A. 2006. Block World Planning witgh Uncertainty and Sensing Actions as Integer Linear
Programming Problem. [ed:] A. Cader, L. Rutkowski, R. Tadeusiewicz, J. Zurada: Artificial
Intelligence and Soft Computing (ISBN 83-60434-09-3), IEEE Comp. Intell.Socielty - Poland
Chapter, pp. 389-395.

I.7. Gessing R.: Fundamentals of Automatic Control. by S. Węgrzyn [w] IFAC 1956-2006, Historic
Control Textbooks [Edited by Janos Gertler]. Elsevier Ltd, Oxford UK 2006, pp. 209-211.

I.8. Gessing R.: Relay Control with Parallel Compensator and Nonminimum Phase Plants. Preprints of
16-th IFAC World Congress, 4-8 July 2005, Prague, Czech Republic, .(CD-Rom).

I.9. Szkodny T.: Kinematics of AS Robot. Robotics Advances, Robot Control with Perception of
Environment, vol.2 pp. 295-304, WKiŁ Warsaw 2005 (in Polish).

I.10. Szkodny T.: Modelling and Simulation of AS Robot. Robotics Advances, Robot Control with
Perception of Environment, vol.2 pp. 305-314, WKiŁ Warsaw 2005 (in Polish).

I.11. Szkodny T.: The DKE Analysis Method of Independence of Manipulator Cartesian Velocities.
Robotics Advances, Robot Control with Perception of Environment, pp. 57-66. WKiŁ Warsaw
2006 (in Polish).



188

Ph.D. Theses (in Polish)
I.12. Babiarz A.: Robot path planning using B-spline curves, praca doktorska, Wydział Automatyki,

Elektroniki i Informatyki, Politechnika Śląska, Gliwice, 2006 (in Polish).

Journal papers

I.13. Czornik A, Świerniak A.: Controllability of discrete time jump linear systems. Dynamics of
Continous, Discrete and Impulsive Systems, B: Applications and Algorithms, vol. 12, no. 2, pp.
165-189, Apr 2005.

I.14. Czornik A., Jurgaś P.: Some properties of the spectral radius of a set of matrices, International
Journal of Applied Mathematics and Computer Science. 2006; vol. 16, no. 2, pp. 183-8

I.15. Czornik A., Jurgaś P.: On the stability of the discrete linear systems, Zakopane, Zeszyty Naukowe
Politechniki Śląskiej, seria Automatyka, z. 145, Gliwice 2006, s. 63-68 (in Polish).

I.16. Czornik A., Nawrat A., On the stochastic stability of the discrete time jump linear system, WSEAS
Transactions on Systems, Issue 8, Volume 4, August 2005, ISSN 1109-2777, pp. 1295-1297.

I.17. Czornik A., Nawrat A., On the stochastic stability of the discrete time jump linear system,
Proceedings of the 5th WSEAS Int. Conf. on Distance Learning and Web Engineering, Corfu,
Greece, August 23-25, 2005, pp.212-214.

I.18. Czornik A., Świerniak A.: On adaptive control for the continuous time-varying JLQG problem,
International Journal of Applied Mathematics and Computer Science, 2005,vol.15, no.1, pp.53-62.

I.19. Czornik A.: On the generalized spectral subradius. Linear Algebra Appl vol. 407, pp. 242-248
September 15, 2005.

I.20. Gałuszka A., A. Świerniak. 2005. Non-cooperative game approach to multi-robot planning. Int. J.
Appl. Math. Comput. Sci., Vol.15, No.3, 359-367.

I.21. Gałuszka A., On Transformation of STRIPS Planning Problem. Zeszyty Naukowe Politechniki
Śląskiej, seria Automatyka, zeszyt 145, Gliwice 2006, pp. 75-80.

I.22. Gessing R.; On Controversial Superiority of Delta Operator Models for Small Sampling Periods.
Archives of Control Sciences, 2006, vol. 16(LII), pp. 411-421.

I.23. Jarząb B., M. Wiench, K.Fujarewicz, K. Simek, M. Jarząb, M. Oczko-Wojciechowska, J. Włoch, A.
Czarniecka, E. Chmielik, D. Lange, A. Pawlaczek, S. Szpak, E. Gubała, A.Świerniak: Gene
Expression Profile of Papillary Thyroid Cancer: Sources of Variability and Diagnostic
Implications, Cancer Research, vol. 65, no. 4, pp.1587–15971, 2005.

I.24. Łuszczkiewicz M., Polański A.: Parameter estimation of random process changes using Expectation-
Maximization algorithm for identifying groups of genes of Deinococcus Radiodurans in time-
course microarray experiments, Zeszyty Naukowe Politechniki Śląskiej, seria Automatyka, z.145,
pp. 125-137, 2006 (in Polish).

I.25. Nawrat A., Skorek J.: Inverse approach and sensitivity analysis for identification of ingot-mould
thermal resistance in continuous casting of metals, International Journal of Computational Fluid
Dynamics, published on line, DOI: 10.1080/10618560500233446, ISSN: 1061-8562, 26 August
2005.

I.26. Olbryt M., Jarzab M., Jazowiecka-Rakus J., Simek K., Szala S. Sochanik A.: Gene Expression
Profile of B16(F10) Murine Melanoma Cells Exposed to Hypoxic Conditions In Vitro, Gene
Expression, Vol. 13, pp. 191-203, 2006

I.27. Pacholczyk M., Bereska D.: Geometric hashing algorithm in molecular docking. Zeszyty Naukowe
Politechniki Śląskiej s. Automatyka, z.145, 157-162.

I.28. Pacholczyk M., Kimmel M.: Analysis of differences in amino acid substitution patterns, using
multilevel G-tests. Comptes Rendus Biologies 328 (2005) 632-641.

I.29. Simek K., Jarząb M.: SVD Analysis of Gene Expression Data. In: Mathematical Modeling of
Biological Systems, Volume I. A. Deutsch, L. Brusch, H. Byrne, G. de Vries and H.-P. Herzel
(eds). Birkhauser, Boston, (in press)

I.30. Simek K.: SVD based analysis of gene expression data. European Conference on Mathematical and
Theoretical Biology, Dresden, 2005.



189

I.31. Skrzypczyk K.: A Problem of  Target Tracking  by a Team of Mobile Robots – an Application of
Game Theory, Zeszyty Naukowe Politechniki Śląskiej, seria Organizacja i Zarządzanie, z.  ,
Gliwice 2006, pp. 129-152

I.32. Skrzypczyk K.: Game theory based task planning in multi robot systems. Special Issue of
International Journal of SIMULATION: Systems, Science & Technology. (IJS3T), Volume 6,
2005

I.33. Skrzypczyk K.: Predictive control of a mobile robot under time constraints. ZN. Pol. Śl. s.
Automatyka, nr.145, Gliwice 2006.(in Polish)

I.34. Staszulonek A., Drzysga P., Skiba M., Dyduch R., „Microcomputer System for Preventive
Maintenance od Industrial Ventilators”, Kwartalnik Problemy Eksploatacji nr 2/2005, ISSN 1232-
9312, Instytut Technologii Eksploatacji, Radom.

I.35. Świerniak A., Simek K.: Class prediction and pattern discovery in microarray data, Preprints:
Molecular endocrinology: from gene to disease, Gliwice, 2005.

Journal papers (in Polish or other languages than english)
I.36. Babiarz A., Szkodny T.. The Programming Tools for Robix Robot. Silesian University of

Technology Publ. Comp., vol. 145, series Automatics, pp.: 19-28, Gliwice 2006 (in Polish).
I.37. Babiarz A.: Robot path planning using B-PPT method. Zeszyty Naukowe Politechniki Śląskiej,

zeszyt 145, seria Automatyka, pp.: 29-38, Gliwice 2006 (in Polish).
I.38. Gałuszka A., Latawiec M.: Game Theoretic Approach to Solve Conflicts in Robot Team. Zeszyty

Naukowe Politechniki Śląskiej, seria: Organizacja i Zarządzanie, zeszyt 38, pp. 43-54, 2006.
I.39. Gałuszka A.: Block World as Linear Programming Problem. Zeszyty Naukowe Politechniki Śląskiej,

seria Automatyka, zeszyt 145, pp. 33-46, 2006.
I.40. Skrzypczyk K., Gałuszka A., Świerniak A.: A Method of Collision Free Control of a Team of Mobile

Robots Based on Noncooperative Equillibria. Zeszyty Naukowe Politechniki Śląskiej nr 1739,
seria Automatyka, zeszyt 146, pp. 129-152, 2006

I.41. Skrzypczyk K., Gałuszka A.: A Workspace Exploration by a Team of Mobile Robots – an
Application of the Zero Sum Game in a Strategic Form. Zeszyty Naukowe Politechniki Śląskiej,
seria Automatyka, zeszyt 145, pp. 153-170, 2006.

Conference papers (in English)

(Regional)
I.42. Gałuszka A.: Block World Planning in the Presence of Uncertainty as Linear Programming Problem.

Proc. of the 7th Workshop on Constraint Programming for Decision and Control, Gliwice,
September 20th, pp. 47-54, 2005.

I.43. Gałuszka A., Anita Gałuszka: Graph representation of psychosocial factors in chronic somatic
diseases. XI National Conference on Application of Mathematics in Biology and Medicine,
Zawoja, 21-24 September, pp.49-54, 2005.

I.44. Szkodny T.: Modelling and Simulation of AS Robot, 11th IFAC Symposium on Large Scale
Systems 2007 in Gdansk, Poland, 23-25 July 2007.

(International)
I.45. Alsallakh B., Nawrat A.: Approaches to object recognition: An Overview,The 2nd International

Workshop On New Trends In Information Technology, Interactive Decision Support System, April
18-20, Syria, pp. 25-29, 2006.

I.46. Alsallakh B., Nawrat A.: Target detection and recognition for UAV’S, Proceedings of CITSA 2006,
Volume II, (Number of Pages: 346, isbn: 980-6560-82-5), pp 340-344 , 2006.

I.47. Babiarz A.: A mobile robot path planning using B-PPT method. VIII IET International Workshop for
Candidates for a Doctor's Degree OWD 2006, vol.1, Conference Archives PTETiS, vol. 22, 2006,
pp. 27-33, Wisła.



190

I.48. Bialic G., Błachuta M.: On Control Performance Assessment Based on Lag-Delay Models, 2005
American Control Conference ACC, Portland, OR, 1995

I.49. Bialic G., Błachuta M.: Models for Performance Assessment of PID Control Loops, 11th IEEE Int.
Conf. Methods and Models in Automation and Robotics, 2005, Międzyzdroje, Poland

I.50. Bialic G., Błachuta M.: Performance assessment of control loos with PID controllers based on
correlation and spectra analysis. 12th IEEE Conference on Methods and Models in Automation and
Robotics, Międzyzdroje, Poland.

I.51. Błachuta M., Bialic G.: On the impact of plant model and controller sophistication on performance of
disturbance attenuation and system robustness (45th IEEE Conference on Decision and Control, san
Diego, USA)

I.52. Czornik A., Nawrat A.: Bounds for the solution of discrete coupled Lyapunov equation, Proceedings
of 3rd International Conference on Informatic in Control, Automation and Robotics, Setubal,
Portugal, 1-5 August 2006, pp. 75-78 (Number of Pages: , ISBN: 972-8865-61-9).

I.53. Czornik A., Nawrat A.: On the stability of the discrete time jump linear system, Proceedings of 3rd

International Conference on Informatic in Control, Automation and Robotics, Setubal, Portugal, 1-
5 August 2006, pp. 75-78 (Number of Pages: , ISBN: 972-8865-61-9)

I.54. Czyba R., Błachuta M.: Application of higher order derivatives in aircraft flight control, Proc. of 4th

IFAC Symposium on Mechatronics Systems, MECHATRONICS’2006, Heidelberg, Germany, pp.
42-47.

I.55. Czyba R.: Design of flight altitude control system of aircraft model, Proc. of 11th IEEE International
Conference on Methods and Models in Automation and Robotics, MMAR’2005, Międzyzdroje,
Poland, pp. 317-322, ISBN 83-60140-90-1.

I.56. Czyba R.: Properties of the control with higher order derivatives in regulator based on the altitude
autopilot of aircraft model, Proc. of VIII International PhD Workshop, OWD’2006, Wisła, Conf.
Arch. PTETIS vol. 22, pp. 57-62, ISBN 83-922242-1-3.

I.57. Duda Z., Brandys W.: Control  Strategies in a stochastic system with nonclassical information
structure, Proc. Of IFAC/IFORS/IMACS Symp. On Large Scale Systems, Osaka, 2005.

I.58. Gałuszka A., K. Skrzypczyk: Block World Planning with Uncertainty and Sensing Actions as Linear
Programming Problem. 4th Int. Industrial Simulation Conference, Palermo, Italy, June 5-7, pp.
234-236, 2006.

I.59. Gałuszka A., Świerniak A.: Translation STRIPS planning in the presence of uncertainty to linear
programming. 11th IEEE Int. Conf. Methods and Models in Automation and Robotics, 29 August
– 1 September, 2005, Międzyzdroje, Poland, CD-ROM.

I.60. Gessing R.: A Feedback Structure with Higher Order Derivatives in Regulator. Preprints of Intern.
Control Conference ICC 2006, Glasgow, Scotland UK 30.08 – 1.09.2006 CD–Rom.

I.61. Gessing R.: Classical LQ Regulator Applied to the System with Nonzero Excitations. Proceedings of
the European Control Conference ECC’07, pp. 3026-3032, Kos, Greece 2 – 5 July 2007.

I.62. Gessing R.: Implementability of regulation and Partial Decoupling of MIMO Plants. Preprints of 14-
th Mediterranean Conference on Control and Automation Ancona  - June 28 – 30 2006 (Italy) CD–
Rom.

I.63. Gessing R.: Parallel Compensator for Continuous and Relay Control Systems with Difficult Plants.
Proceedings of the American Control Conference ACC 2007, New York, USA, July 11 – 13, 2007,
pp. 5810 – 5815.

I.64. Gessing R.: Parallel Compensator for Control of Multivariable Systems with Difficult Plants.
Proceedings of the 11-th IFAC/IFORS/IMACS/IFIP Symposium on Large Scale Systems, Theory
and Applications Gdańsk, 23 – 25 July 2007, (CD-Rom).

I.65. Jarząb B., Simek K., Fujarewicz K., Jarząb K., Wiench M., Genomic Approach to Thyroid Cancer I:
Experimental Material and Clinical Implications, Proc. European Conference on Mathematical and
Theoretical Biology, Dresden, July 18-22, , vol.1, pp. 447, 2005.

I.66. Jarząb B., Simek K., Fujarewicz K., Jarząb K., Wiench M., Genomic Approach to Thyroid Cancer II:
Selection, Clusterization and Classification of Data, Proc. European Conference on Mathematical
and Theoretical Biology, Dresden, July 18-22, vol.1, pp. 448, 2005.

I.67. Jaskot K.: Qscript – programming language in the multi robot environment, VII International
Workshop for Candidates for a Doctor's Degree, OWD 2005, Wisła październik 2005



191

I.68. Nawrat A., Daniec K., Target detection using FPGA structures, Proceedings of The 10th World
Multi-Conference on Systemics, Cybernetics and Informatics, Orlando, Volume IV, (Number of
Pages: 374, ISBN: 980-6560-65-5), pp.344 -348, 2006.

I.69. Pacholczyk M., Computer vision techniques in molecular docking, Archiwum Konferencji PTETIS
21 (2005) 27-30, OWD 2005 (IEE).

I.70. Pacholczyk M., Polański A.: Application of quaternions to docking of small molecular fragments,
Proceedings of the Eleventh National Conference on Application of Mathematics in Biology and
Medicine, Zawoja, 21-24 September 2005

I.71. Pacholczyk M.: Stochastic roadmap simulation in molecular docking. VIII IET International
Workshop for Candidates for a Doctor’s Degree OWD ‘2005, Wisła 21-24 October 2006, pp. 103-
106

I.72. Skrzypczyk K.: On Some Aspects of Behavior-Based Motion Controller Design. Proc. The VIII-th
IET International PHD Workshop OWD 2006, vol.1, Poland, Wisła.

I.73. Skrzypczyk K.: Robust Prediction And Tracking Method For A Mobile Robot Navigation, Proc of
the ISC Conference, Palermo,Italy, 2006

I.74. Smolka B., Bieda R.: Application of the Adaptive Noise Removal Technique to the Enhancement of
cDNA Microarray Images, Journal of Medical Informatics & Technologies (MIT), Department of
Computer Systems, Institute of Informatics, University of Silesia, Katowice, Poland, 2005.

I.75. Starosolski Z.: Piecewise linear Lyapunow function in analysis of Fuzzy control of dynamical
systems, VIII IET International Workshop for Candidates for a Doctor's Degree OWD 2006, vol.1,
Conference Archives PTETiS, vol.22, 2006, pp.199-204

Conference papers (in Polish)

I.76. Alsallakh B., Nawrat A.: Approaches to object recognition: An Overview,The 2nd International
Workshop On New Trends In Information Technology, Interactive Decision Support System, April
18-20, Syria, pp. 25-29, 2006.

I.77. Alsallakh B., Nawrat A.: Target detection and recognition for UAV’S, Proceedings of CITSA 2006,
Volume II, (Number of Pages: 346, isbn: 980-6560-82-5), pp 340-344 , 2006.

I.78. Babiarz A.: Manipulators path planning using probabilistic method. Archiwum Konferencji PTETiS,
vol. 21, IEE, pp.: 233-238, Wisła, 2005 (in polish) Distinguished Best Paper Award —
Second Prize .

I.79. Babiarz A.: The new search criterion for method based on PRM. XV Krajowa Konferencja
Automatyki, Warszawa, 27-30 czerwiec, 2005, pp.: 289-294 (in polish).

I.80. Bialic G., Błachuta M.: Application of the first order lag-delay model for assessment of the quality of
stochastic disturbance attenuation in control systems with discrete-time PID controllers, XV
National Conference on Automatic Control , Warsaw, 2005 (in Polish).

I.81. Czornik A., Nawrat A.: Bounds for the solution of discrete coupled Lyapunov equation, Proceedings
of 3rd International Conference on Informatic in Control, Automation and Robotics, Setubal,
Portugal, 1-5 August 2006, pp. 75-78 (Number of Pages: , ISBN: 972-8865-61-9).

I.82. Czornik A., Nawrat A.: On the stability of the discrete time jump linear system, Proceedings of 3rd

International Conference on Informatic in Control, Automation and Robotics, Setubal, Portugal, 1-
5 August 2006, pp. 75-78 (Number of Pages: , ISBN: 972-8865-61-9)

I.83. Czyba R., Błachuta M.: Application of higher order derivatives to nonlinear system control, XV
Krajowa Konferencja Automatyki, Warszawa 2005, pp. 121-126, ISBN 83-89475-00-6. (in Polish)

I.84. Gałuszka A., Świerniak A.. 2005. Transformation of STRIPS planning in the presence of uncertainty
to linear programming, XV-th National Conference on Automatic Control, Warsaw, June 27-30
2005, pp. 309-312.

I.85. Gessing R. Fascinating Properties of the System with Higher Order Derivatives in Regulator. Invited.
XV-th National Conference on Automatic Control, Warsaw, June 27-30 2005, pp. 69-78 (in
Polish)

I.86. Gessing R.: Parallel Compensator for the Systems with Nonminimum Phase Plants., XV-th National
Conference on Automatic Control, Warsaw, June 27-30 2005, pp. 131-136 (in Polish).



192

I.87. Gessing R.: Realizowalność Regulacji Stałowartościowej i Częściowe Odsprzęganie Obiektów
Wielowymiarowych. Zeszyt Nauk Pol. Śl. Automatyka 145 WNT 2006 str. 81 – 95.

I.88. Grygiel R., Błachuta M.: Two degrees-of-fredom control for plants with time delay, XV National 
Conference on Automatic Control, Warsaw, 2005, pp. 137-142 (in Polish).

I.89. Jarząb B., Wiench M., Fujarewicz K., Simek K., Jarząb M., Oczko-Wojciechowska M., Włoch J.,
Czarniecka A., Chmielik E., Lange D., Pawlaczek A., Szpak S., Gubała E., Świerniak A.: Gene
expression profile in papilary thyroid cancer: constuction and evaluation of multigene molecular
classifier, Proc. DNA Microarrays in Biology and Medicine, Gliwice, 2005, (in Polish).

I.90. Kopera M., Jagoda K., Hołowiecka A., Oczko-Wojciechowska M., Jarząb M., Fujarewicz K., Simek
K., Hołowiecki J.: Expression profile of acute myeloid lymphoma: analysis by DNA microarray
technique, Proc. DNA Microarrays in Biology and Medicine, Gliwice, 2005, (in Polish).

I.91. Kuś Z.: Application of the adaptive control electric arc Power electronic supply systems with
variable set value and variable plasma gas flow, XI Sympozjum “Podstawowe Problemy
Energoelektroniki”, 2-5. kwiecień, 2005, Wisła. (in Polish)

I.92. Nawrat A.: Dynamic filtering in UAV attitude determination, Trzydziesta Czwarta Ogólnopolska
Konferencja Zastosowań Matematyki, Wrzesień 12-20, 2005, Zakopane (Number of Pages:111),
pp. 58, 2005. (in Polish)

I.93. Nawrat A., Daniec K.: Rendchen Sz., Mathematical methods of advanced image processing in real
time, XXXV Ogólnopolska Konferencja Zastosowań Matematyki, 11-19 wrzesień 2006, (Number
of Pages:111), pp. 58 , 2006

I.94. Nawrat A., Daniec K.: Target detection using FPGA structures, Proceedings of The 10th World
Multi-Conference on Systemics, Cybernetics and Informatics, Orlando, Volume IV, (Number of
Pages: 374, ISBN: 980-6560-65-5), pp.344 -348, 2006

I.95. Nawrat A., Koteras R.: Comparison of inertial navigation and DGPS, Trzydziesta Czwarta
Ogólnopolska Konferencja Zastosowań Matematyki, Wrzesień 12-20, 2005, Zakopane (Number of
Pages:111), pp. 59, 2005. (in Polish)

I.96. Nawrat A.: Mathematical model of small size helicopter dynamic, II Międzynarodową Konferencję
Naukowe Aspekty Bezzałogowych Obiektów Latających, Kielce, (Number of Pages:444, ISBN:
83-88906-61-5), pp.289 -297, 2006. (in Polish)

I.97. Nawrat A., Rachwał T.: Mathematical methods of object localization in the digital image stream,
Trzydziesta Czwarta Ogólnopolska Konferencja Zastosowań Matematyki, Wrzesień 12-20, 2005,
Zakopane (Number of Pages:111), pp. 60, 2005. (in Polish)

I.98. Oczko-Wojciechowska M., Włoch J., Wiench M., Fujarewicz K., Simek K., Gubała E., Szpak S.,
Krawczyk A., Jarząb B., Gene expression profile in papilary thyroid cancer: a comparison of
hereditary and sporadic form, Proc.DNA microarrays in Biology and Medicine, Gliwice, 2005. (in
Polish)

I.99. Pacholczyk M., Polański A.: Virtual docking of small molecular fragments, Krajowa Konferencja
Biocybernetyki i Inżynierii Biomedycznej, Częstochowa, 21-23 września 2005 (in Polish)

I.100. Staszulonek A., Drzysga P., Skiba M.: Internet Database for Preventive Maintenance of Industrial
Ventilators, X Jubileuszowy Kongres Eksploatacji Urządzeń Technicznych, ISBN 83-7204-455-4,
Stare Jabłonki, 6-9 wrzesień 2005.

I.101. Szkodny T.: Engineering of Industrial Robot Modelling. Proc. Conf. on Engineering of Knowledge
and Expert Systems, vol. 1, pp  321-330, Wrocław 2006 (in Polish).

I.102. Szkodny T.: The Subspace of Manipulators with Kinematic Structure Like to IRb-6. The Proc.
Conf. Mechanism and Machine Theory. Vol 2. Mechanic Department of Zielona Góra University.
Polish Committee of Mechanism and Machine Theory with The Committee of Polish Academy of
Science, pp. 199-205. Zielona Góra 2006 (in Polish).



193

Computer control

Books

II-1 Bielińska E.: Time series prediction. Wydawnictwo Politechniki Śląskiej, ISBN 978-83-7335-
382-4, Gliwice, 2007, (in Polish).

II-2 Legierski W., Wójcik B.: Automated Timetabling via Constraint Programming. Wydawnictwo
Pracowni Komputerowej Jacka Skalmierskiego, Gliwice, 2006.

II-3 Niederliński A.: Rule-  and Model-Based Expert Systems rmse”. Wydawnictwo Pracowni
Komputerowej Jacka Skalmierskiego, Gliwice, 2006, (in Polish).

II-4 Kasprzyk J.: Industrial controllers programming. WNT, ISBN 83-204-3109-3, Warszawa,
2006, (in Polish).

II-5 Kasprzyk J.: Computer aided process identification. Rozprawa habilitacyjna, Zeszyty Naukowe
Pol. Śl., PL ISSN 0434-0760, Zeszyt Nr 1720, Gliwice, 2006, (in Polish).

II-6 Pawełczyk M.: Feedback control of acoustic noise at desired locations. Rozprawa
habilitacyjna, Wydawnictwo Politechniki Śląskiej, Nr 1684, z. 141, Gliwice, 2005.

Chapters in edited books

II-7 Bismor D.: Real-time systems in active noise control. In „Computer systems with time
constraints”, A. Kwiecień and P. Gaj (Ed), WKŁ, ISBN 83-206-1612-3, Gliwice, 2006, (in
Polish).

II-8 Klamka J.: Controllability of dynamical systems with delays. Monografia Komitetu Automatyki
i Robotyki PAN, Wydawnictwa Uczelniane Politechniki Szczecińskiej, pp.89-98, Szczecin, 2006, (in
Polish).

Edited books and procedings

II-9 Figwer J., Szczygieł T.: (Ed) Proceedings of the 7th Workshop on Constraint Programming for
Decision and Control. Institute of Automatic Control, Silesian University of Technology,
Wydawnictwo Pracowni Komputerowej Jacka Skalmierskiego, Gliwice, 2005.

II-10 Aung W., King R., Mościński J., Ou S-H, Sanchez Ruiz L. M.:  (Ed) INNOVATIONS 2005 –
Special Edition, World Innovations in Engineering Education and Research. Begel House
Publishing, USA, 2005.

II-11 Aung W., King R., Mościński J., Ou S-H, Sanchez Ruiz L. M.:  (Ed) INNOVATIONS 2005,
World Innovations in Engineering Education and Research. Begel House Publishing, USA,
2005.

II-12 Mościński J., Maciążek M.: (Ed) Proceedings of the International Conference on Engineering
Education ICEE’2005. Vol.1 and Vol.2, Silesian University of Technology, Gliwice, 2005.

II-13 Aung W., Crosthwaite C., Vasquez Espinosa R., Mościński J., Ou S-H, Sanchez Ruiz L. M.:
(Ed) INNOVATIONS 2006 – Special Edition. World Innovations in Engineering Education
and Research. Begel House Publishing, USA, 2006.

Journal papers

II-14 Bielińska E.: Identification of a mixed linear-bilinear diagonal time series model. Systems
Science, Vol.31, No.3, 2005, pp. 21-36.

II-15 Kasprzyk J.: Model identification for Active Noise Control – a case study. Archives of Control
Sciences, Vol.14, No.3, 2004, pp. 219-243.



194

II-16 Kasprzyk J.: Model identification for Active Noise Control in the presence of primary noise.
Mechanics, AGH, Vol.24, No.2, 2005, pp. 73-76.

II-17 Klamka J.: Approximate constrained controllability of mechanical systems. Journal of
Theoretical and Applied Mechanics, special volume on Control in Mechanics, Vol.43, No.3,
2005, pp. 539-554.

II-18 Klamka J., Kalinowski J.: Positive dynamical systems. Fasciculi Mathematici, vol.36, 2005,
pp.65-71.

II-19 Legierski W.: Color sorting problem in car-spray line. ZN Automatyka, Z. 144, 2006, pp. 39-46,
(in Polish).

II-20 Michalczyk M.I.: Parameterization of LMS-based control algorithms for local zones of quiet.
Archives of Control Sciences, Vol.15, No.1, 2005, pp. 5-34.

II-21 Michalczyk M.I., Sielańczyk A., Gmyrek J., Jagodziński L.: The influence of Trimetazidine on
ventricular late potentials in patients after myocardial infarction. Acta Medica Lituanica, Vol.12,
No.4, 2005, pp. 77-81.

II-22 Niederliński A.: Modifying the Stanford Certainty Factor Algebra for rule- and model-based
expert systems rmes”, ZN Automatyka, Z. 145, 2006, pp. 147-156.

II-23 Ogonowski Z.: Suboptimal model predictive control for MIMO active suspension. Mechanics,
AGH, Vol.24, No.2, 2005, pp. 130-134.

II-24 Pawełczyk M.: Acoustics and vibration as fascinating challenges to specialists in automatic
control and signal processing. International Journal of Acoustics and Vibration, Vol.11, No.3,
2006, pp. 118-119.

II-25 Pawełczyk M.: On convergence and stability of adaptive active noise control systems. Archives
of Acoustics, Vol.31, No.4, 2006, pp. 1-7.

II-26 Plaza K.: Semi-active control strategies for a fully suspended bicycle. Mechanics, AGH, Vol.24,
No.2, 2005, pp.135-139.

II-27 Szczygieł T.: Control of harmonics filtration with constrained logic programming. ZN
Automatyka, Z. 145, 2006, pp. 197-208, (in Polish).

II-28 Szklarczyk R.: CLP Solution for new variant of VRP. Diagnostyka'2, (38), 2006, pp. 11-15
II-29 Szklarczyk R.: MDMGVRP – nowy wariant problemu marszrutyzacji pojazdów. Część 1 –

sformułowanie problemu. ZN; Automatyka, Z. 144,2006, pp. 95-104, (in Polish).
II-30 Szklarczyk R.: MDMGVRP – nowy wariant problemu marszrutyzacji pojazdów. . Część 2 –

Rozwiązanie metodą CLP. ZN; Automatyka, Z. 144,2006, pp. 105-112, (in Polish).
II-31 Tatoń, T.: Zastosowanie programowania ograniczeniowego w logice dla problemu

konfigurowania zespołu pracowników. ZN Automatyka, Z. 145, 2006, pp. 29-216, (in Polish).
II-32 Tatoń, T.: Zastosowanie programowania ograniczeniowego w logice dla problemu aukcji

kombinatorycznych. ZN Automatyka, Z. 145, 2006, sp. 217-224, (in Polish).
II-33 Wójcik B.: Szeregowanie zadań metodą programowania w logice z ograniczeniami. ZN

Automatyka, Z. 143, pp. 131-136, (in Polish).

Conference papers

II-35 Bielińska E.: Identifiability of elementary bilinear models. XV Krajowa Konferencja
Automatyki, Warsaw, Poland, 2005, (in Polish).

II-36 Bielińska E.: Elementary bilinear time series in signal analysis. 12th IEEE International
Conference on Methods and Models in Automation and Robotics, Międzyzdroje, Poland, 2006,
pp. 911-918.

II-37 Bismor D.: Using digital filtration for generation of effect of virtual unidirectional source of
sound. XXXIV Zimowa Szkoła Zwalczania Zagrożeń Wibroakustycznych, Gliwice-Ustroń,
Poland, 2006, (in Polish).

II-38 Czyż K.: Control systems with non-uniform signal sampling. XV Krajowa Konferencja
Automatyki, Vol.1, 2005, pp. 155-158, (in Polish).

II-39 Czyż K.: A new active noise control system with non-uniform sampling. Proc. of the 11th IEEE
International Conference on Methods and Models in Automation and Robotics, Międzyzdroje,
Poland, Vol.1, 2005, pp. 737–742.

II-40 Czyż K.: Non-uniform signal sampling for active sound control. Proc. of the 13th International
Congress on Sound and Vibration (ICSV13), Vienna, Austria, 2006.



195

II-41 Czyż K.: Real-time processing of non-uniformly sampled signals. Proc. of the 12th IEEE
International Conference on Methods and Models in Automation and Robotics, Międzyzdroje,
Poland, 2006.

II-42 Czyż K.: Signal reconstruction with over-sampling for active noise control. Proc. of the 12th

IEEE International Conference on Methods and Models in Automation and Robotics,
Międzyzdroje, Poland, 2006.

II-43 Figwer J., Czyż K.: Continuous-time model identification using nonuniformly sampled signals.
XV Krajowa Konferencja Automatyki, Warsaw, Poland, 2005, pp.349-354, (in Polish).

II-44 Figwer J.: Wiener model identification with multisine random excitation signals. XV Krajowa
Konferencja Automatyki, Warsaw, Poland, 2005, pp. 343-348, (in Polish).

II-45 Główka T.: On-line identification in active noise control systems – a new method from higher-
order spectra domain. XV Krajowa Konferencja Automatyki, Warsaw, Poland, 2005, (in Polish).

II-46 Główka T.: Higher-order spectral properties of excitation signals for system identification. Proc.
of the 11th IEEE International Conference on Methods and Models in Automation and Robotics,
Międzyzdroje, Poland, 2005.

II-47 Główka T., Figwer J.: Higher-order spectra for on-line identification of ANC plants. Proc. of the
13th International Congress on Sound and Vibration, Vienna, Austria, 2006.

II-48 Główka T.: Model identification using higher-order spectra in the presence of non- Gaussian
disturbances. Proc. of the 12th IEEE International Conference on Methods and Models in
Automation and Robotics, Międzyzdroje, Poland, 2006.

II-49 Główka T.: Mixed-order estimator. Proc. of the 5th International PhD Students’ Workshop
Control & Information Technology IWCIT 2006, Gliwice, Poland, 2006.

II-50 Kasprzyk J.: Model identification for active noise control in the presence of primary noise. Proc.
of the 7th Conference on Active Noise and Vibration Control Methods, Wigry, pp. 303–311,
2005.

II-51 Kasprzyk J.: Model identification for active noise control. XV Krajowa Konferencja
Automatyki, Warsaw, Poland, 2005, pp. 393-398, (in Polish).

II-52 Kasprzyk J.: Linear time-invariant model identification using frequency-domain methods. Proc.
of the 12th IEEE International Conference on Methods and Models in Automation and Robotics,
Międzyzdroje, Poland, 2006, pp. 945-950.

II-53 Klamka J.: Controllability of 2-D discrete systems. XV Krajowa Konferencja Automatyki,
Warsaw, Poland, 2005, pp. 161-168, (in Polish).

II-54 Klamka J.: Controllability and observability of distributed parameter systems. Proc. of the 11th

IEEE International Conference on Methods and Models in Automation and Robotics,
Międzyzdroje, Poland, 2005.

II-55 Klamka J.: Controllability of 2-D systems. IV International Workshop on Multidimensional
(ND) Systems, NDS-2005, Wuppertal, 2005, pp.199-206.

II-56 Klamka J.: Constrained boundary controllability. 24 Chinese Control Conference CCC-2005,
Guangzhou, (Kanton), Chna, 2005, pp.19-23.

II-57 Klamka J.: Constrained controllability of semi-linear systems with time variable delay in control.
Proc of the International Conference on Systems Engineering, ICSEng-2005, Las Vegas, USA,
2005.

II-58 Klamka J.: Controllability of dynamical systems with delays. XXXIV Ogólnopolska
Konferencja Zastosowań Matematyki, Zakopane, Poland, 2005, (in Polish).

II-59 Klamka J.: Constrained controllability of linear distributed parameter system. Proc. of the 2nd

International Symposium on Communications Control and Signal Processing ISCCSP-2006,
Maroko, Marrakesh, 2006.

II-60 Klamka J.: Constrained controllability of semi-linear systems with delay in control. Proc. of the
17th International Symposium on Mathematical Theory of Networks and Systems MTNS–2006,
Kioto, Japan, 2006.

II-61 Klamka J.: Positive controllability of positive systems with delays. Proc. of the 17th International
Symposium on Mathematical Theory of Networks and Systems MTNS–2006, Kioto, Japan,
2006.

II-62 Klamka J.: Constrained controllability of semi-linear systems with variable delay in control.
Proc. of the 12th International IEEE Conference on Methods and Models in Automation and
Robotics, Międzyzdroje, Poland, 2006.

II-63 Klamka J.: Controllability of semi-linear dynamical systems with delays. XXXV Ogólnopolska
Konferencja Zastosowania Matematyki, Zakopane, Poland, 2006, (in Polish).



196

II-64 Latos M.: Active noise controller based on logarithmic number system. Proc. of the 5th

International PhD Students` Workshop Control & Information Technology, IWCIT 2006,
Gliwice, Poland, 2006.

II-65 Legierski W.: Constraint-based techniques for the University Course Timetabling Problem. Proc.
of the CPDC'05 Workshop on Constraint Programming for Decision and Control, Gliwice,
Poland, 2005, pp 59-63.

II-66 Legierski W.: Constraint programming for time-tabling problems. Proc. of the AI-METH 2005
Symposium on Methods of Artificial Intelligence, Gliwice, Poland, 2005, pp 75-76.

II-67 Michalczyk M.I.: Adaptive control algorithms for 3-D zones of quite. XV Krajowa Konferencja
Automatyki, Warsaw, Poland, 2005, pp. 157-162, (in Polish).

II-68 Michalczyk M.I.: Adaptation step choice for Fx-LMS algorithm. XV Krajowa Konferencja
Automatyki, , Warsaw, Poland, 2005, pp. 153-156

II-69 Michalczyk M.I., Czyż K.: Active noise control with moving error microphone: preliminary
results. Proc. Of the 13th International Congress on Sound and Vibration, Vienna, Austria, 2006.

II-70 Michalczyk M.I.: Active noise control system creating distributed zones of quiet. Proc. of the
12th International IEEE Conference on Methods and Models in Automation and Robotics,
Międzyzdroje, Poland, 2006, pp. 309-314.

II-71 Michalczyk M.I., Figwer J.: Models to explain chaos in adaptive active noise control systems.
Proc. of the 12th International IEEE Conference on Methods and Models in Automation and
Robotics, Międzyzdroje, Poland, 2006.

II-72 Mościński J.: Advanced control in distance education and research as part of electrical and
information engineering curricula harmonization. Proc. of 2005 International Conference on
Engineering Education and Research, iCEER-2005, Tainan, Taiwan, 2005.

II-73 Mościński J.: Macrocourse - example of international cooperation support in the field of
Electrical and Information Engineering Education. Proc. of 2006 International Conference on
Engineering Education, ICEE-2006, San Juan, Puerto Rico, 2006.

II-74 Ogonowski S.: Modeling of the heating system for control. Proc. of the 12th IEEE International
Conference on Methods and Models in Automation and Robotics, Międzyzdroje, Poland, 2006.

II-75 Ogonowski S.: Control algorithms for heating system in small building. Proc. of the 5th

International PhD Students` Workshop Control & Information Technology, IWCIT 2006,
Gliwice, Poland, 2006.

II-76 Ogonowski Z.: Real-world experimenting for education of dynamical system modelling and
identification. Proc of the International Conference on Engineering Education, ICEE 2005,
Gliwice, Poland, 2005.

II-77 Ogonowski Z.: Suboptimal model predictive control for MIMO active suspension. Proc. of the
International Conference on Active Noise and Vibration Control Methods, MARDiH’2005,
Wigry, Pland, 2005.

II-78 Ogonowski Z.: Non-linear model-based predictive controller with limited structure. Proc. of the
11th IEEE International Conference on Methods and Models in Automation and Robotics,
Międzyzdroje, Poland, 2005.

II-79 Ogonowski. Z., Ogonowski S.: Model identification for heating control system in small
buildings. Proc. of the 15th International Conference on Process Control, Strbske Pleso, High
Tatras, Slovak Rep., 2005.

II-80 Ogonowski Z., Plaza K.: Adaptive vibrations control of a turbine with magnetic bearings. Proc.
of the International Conference on Noise and Vibration Control, ISMA2006, Leuven, Belgium,
2006.

II-81 Ogonowski Z.: Control of magnetic bearings. Proc. of the 12th IEEE International Conference on
Methods and Models in Automation and Robotics, Międzyzdroje, Poland, 2006.

II-82 Pawełczyk M.: Design and analysis of a virtual-microphone active noise control system. Proc. of
thr 12th International Congress on Sound and Vibration, Lisbon, Portugal, 2005.

II-83 Pawełczyk M.: Optimal control system for generating zones of quiet at desired locations.
Krajowa Konferencja Automatyki, , Warsaw, Poland, 2005, pp. 163-168, (in Polish).

II-84 Pawełczyk M.: Optimal active noise control for time-varying plants. XXXIV Zimowa Szkoła
Zwalczania Zagrożeń Wibroakustycznych, Ustroń, Poland, 2006, pp. 145-152, (in Polish).

II-85 Pawełczyk M.: Polynomial approach to design of feedback virtual-microphone active noise
control system. Proc. of the 13th International Congress on Sound and Vibration (ICSV2006),
Vienna, Austria, 2006.



197

II-86 Pawełczyk M.: An adaptive feedback control system with the filtered-reference LMS algorithm.
Proc. of the 12th IEEE International Conference on Methods and Models in Automation and
Robotics, Międzyzdroje, Poland, 2006, pp. 327-330.

II-87 Pawełczyk M.: A factorization approach to design of a feedback system for reducing the output
disturbance. Proc. of the 12th IEEE International Conference on Methods and Models in
Automation and Robotics, Międzyzdroje, Poland, 2006, pp. 429-433.

II-88 Pawełczyk M.: Convergence and stability of adaptive noise reducing systems. 53 Otwarte
Seminarium z Akustyki, Zakopane, Poland, 2006, pp. 393-398, (in Polish).

II-89 Plaza K.: Nonlinear system identification with the use of phenomenological model structure.
Proc. of the 11th IEEE International Conference on Methods and Models in Automation and
Robotics, Międzyzdroje, Poland, 2005.

II-90 Plaza K.: An inverse empirical MR damper model. Proc. of the 12th IEEE International
Conference on Methods and Models in Automation and Robotics, Międzyzdroje, Poland, 2006.

II-91 Wyrwał J.: Approximate controllability of second order undamped infinite dimensional systems.
Proc. of the 11th IEEE International Conference on Methods and Models in Automation and
Robotics, Międzyzdroje, Poland, 2005.

II-92 Wyrwał J.: Approximate controllability. XXXIV Ogólnokrajowa Konferencja Zastosowań
Matematyki, Zakopane, Poland, 2005.

II-93 Wyrwał J.: Initial observability of second order undamped infinite dimensional systems. Proc. of
the 12th IEEE International Conference on Methods and Models in Automation and Robotics,
Międzyzdroje, Poland, 2006.



198

Control Systems
and Control Instrumentation

Books

III.1 J.Czeczot. Theory and Application of the B-BAC Control Methodology. SUT Editions, 2007,
Gliwice, pp. 1-124.

III.2 M.Metzger (Ed.). Institute of Automatic Control – Activity Report 2003-2004, SUT Editions, 2005,
Gliwice, pp. 1-189.

International Journals

III.3 J.Czeczot. Balance-Based Adaptive Control Methodology and its Application to the Nonlinear
CSTR. Chemical Eng. and Processing, Vol. 45, No 5, 2006, pp. 359-371.

III.4 J.Czeczot. Balance-based adaptive control of neutralization process. International Journal of
Control, Vol. 79, No. 12, 2006, pp. 1581–1600

III.5 J.Czeczot. On possibilities of the practical implementation of B-BAC methodology. Control and
Cybernetics,  (in print)

III.6 W.Nocoń. Mathematical modelling of distributed feed in continuous sedimentation. Simulation
Modelling Practice and Theory 14, 2006, pp. 493–505

III.7 K.Stebel, M.Metzger. Application of reduced order phenomenological model to pH nonlinear
control. Archives of Control Sciences, Vol. 15 (LI), No. 2, 2005, pp. 199-216.

Springer Lecture Notes

III.8 D.Choiński, W.Nocoń, M.Metzger. Multi-Agent System for Hierarchical Control with Self-
organising Database. KES-AMSTA 2007, N.T. Nguyen et al. (Eds.), LNAI 4496, Springer-
Verlag, Berlin Heidelberg New York, 2007, pp. 655–664

III.9 D.Choiński, W.Nocoń, M.Metzger. Application of the Holonic Approach in Distributed Control
Systems Designing. Holomas-07, V.Marik, V.Vyatkin, A.W.Colombo (Eds.), LNAI 4659,
Springer-Verlag, Berlin Heidelberg New York, 2007, pp. 257-268

III.10 D.Choiński, M.Metzger, W.Nocoń, G.Polaków. Cooperative Validation in Distributed Control
Systems Design. CDVE-07, Yuhua Luo (Ed), LNCS 4674, Springer-Verlag, Berlin Heidelberg
New York, 2007, pp. 280-289

III.11 M.Metzger, G.Polaków. Holonic Multiagent-Based System for Distributed Control of Semi-
industrial Pilot Plants. Holomas-07, V.Marik, V.Vyatkin, A.W.Colombo (Eds.), LNAI 4659,
Springer-Verlag, Berlin Heidelberg New York, 2007, pp. 338-347

III.12 P.Plesowicz, M.Metzger. Experimental Testing of TCP/IP/Ethernet Communication for
Automatic Control. TestCom-07, A.Petrenko, M.Veanes, J.Tretmans, W.Griegskamp (Eds.),
LNCS 4581, Springer-Verlag, Berlin Heidelberg New York, 2007, pp. 260-275

III.13 G.Polaków, M.Metzger. Agent–Based Approach for LabVIEW Developed Distributed Control
Systems. KES-AMSTA 2007, N.T. Nguyen et al. (Eds.), LNAI 4496, Springer-Verlag, Berlin
Heidelberg New York, 2007, pp. 21-30



199

Edited International Proceedings

III.14 J.Czeczot. Balance-based adaptive control of the electrical flow heater. Proceedings of the 16-th
IFAC World Congress, Praga 2005, Elsevier, CD-edition.

III.15 M.Metzger. Application of Internet-based support for improvement of multi-reservoir
water/wastewater system opeartion. 6-th International Conference European Water Resource
Management, Menton, 2005, Springer-Verlag, CD-edition.

III.16 M.Metzger. Virtual controllers improve Internet-based experiments on semi-industrial pilot
plants. Proceedings of the 16-th IFAC World Congress, Praga 2005, Elsevier, CD-edition.

III.17 K.Stebel. An adaptive GMC algorithm in application to pH process. Proceedings of the 16-th
IFAC World Congress, Praga 2005, Elsevier, CD-edition.

International Conference Proceedings

III.18 D.Choiński. Real-time simulation of two-phase flow in vacuum sewerage with pressure control.
Proceedings of the 11th IEEE International Conference on Methods and Models in Automation
and Robotics, 2005, Międzyzdroje, pp. 813-818.

III.19 D.Choiński, K.Stebel. Detection of measurement deviation in application to control. Proceedings
of the 10-th IEEE International Conference on Methods and Models in Automation and
Robotics, 2005, Międzyzdroje, pp. 897-902.

III.20 D.Choiński, W.Nocoń, M.Metzger. Real-time control strategy for sequentially operated
continuous WWTP. Proceedings of the 10-th IEEE International Conference on Methods and
Models in Automation and Robotics, 2005, Międzyzdroje, pp. 451-456.

III.21 D.Choiński, W.Nocoń, M.Metzger (2006) Hybrid control system for pilot wastewater treatment
plant. Proceedings of the IFAC Workshop on Programmable Devices and Systems – PDS’06,
Brno, February 2006, pp. 226-231.

III.22 D. Choiński, W.Nocoń, M.Metzger (2006) Hybrid control of the activated sludge process based
on microbilogical faults detection. Proceedings of the 12th International Conference on Method
and models in Automation and Robotics – MMAR06, Międzyzdroje, pp. 785-790.

III.23 D.Choiński, K.Stebel, W.Nocoń (2006) Detection of Measurement Deviation in Application to
Oxygen Level Control. Proceedings of the 12th International Conference on Method and models
in Automation and Robotics – MMAR06, Międzyzdroje, pp. 387-392.

III.24 J.Czeczot. Properties of the estimation procedure of the Balance-Based Adaptive Control
methodology. Proceedings of the 11th IEEE International Conference on Methods and Models in
Automation and Robotics, 2005, Międzyzdroje, pp. 501-506.

III.25 J.Czeczot (2006) Balance-based Adaptive Control of the Yeast Growth System. Proceedings of
the 12th International Conference on Method and models in Automation and Robotics –
MMAR06, Międzyzdroje, pp. 331-336.

III.26 T.Kłopot, M.Metzger. Simple engineering tuning of DMC controller. Proceedings of the 11-th
IEEE International Conference on Methods and Models in Automation and Robotics, 2005,
Międzyzdroje, pp. 403-408.

III.27 T. Klopot, M.Metzger (2006) Tuning of DMC controller for processes with competing dynamic
behaviour. Proceedings of the 12th IEEE International Conference on Methods and Models in
Automation and Robotics, pp. 487-492.

III.28 J.Lipiecki, W.Nocoń, D.Choiński. Real-time simulation toolbox of continuous activated sludge
process. Proceedings of the 11th IEEE International Conference on Methods and Models in
Automation and Robotics, 2005, Międzyzdroje, pp. 819-824.

III.29 P.Łaszczyk. Predictive functional control for fermentation process. Proceedings of the 11th IEEE
International Conference on Methods and Models in Automation and Robotics, 2005,
Międzyzdroje, pp. 427-432.



200

III.30 P.Łaszczyk (2006) Model Predictive Control as an Adaptive PID with Disturbance Rejection.
Proceedings of the 12th International Conference on Method and models in Automation and
Robotics – MMAR06, Międzyzdroje, pp. 469-474.

III.31 Laszczyk P. (2006). Predictive Control Library Block For Simatic-S7 PLC, PdeS’2006 Preprints
of IFAC Workshop On Programmable Devices And Embedded Systems. Brno,

III.32 W.Nocoń, M.Metzger. Dedicated predictive control algorithm for clearing process in batch
sedimentation. Proceedings of the 10-th IEEE International Conference on Methods and Models
in Automation and Robotics, 2005, Międzyzdroje, pp. 397-402.

III.33 W.Nocoń, D.Choiński (2006) Fault-tolerant soft PLC control using shadow processes.
Proceedings of the IFAC Workshop on Programmable Devices and Systems – PDS’06, Brno,
February 2006, pp.340-345.

III.34 P.Plesowicz, W.Nocoń, A.Ordys, M.Metzger. Experimental evaluation of TCP/IP-based control
system using statistical network simulator. Proceedings of the 11-th IEEE International
Conference on Methods and Models in Automation and Robotics, 2005, Międzyzdroje, pp.
1031-1036.

III.35 P.Plesowicz, P.Łaszczyk. Remote heat exchange plant access&control over secure TCP/IP
tunnel. Proceedings of the 11-th IEEE International Conference on Methods and Models in
Automation and Robotics, 2005, Międzyzdroje, pp. 1037-1042.

III.36 P. Plesowicz, M.Metzger (2006) Experimental evaluation of Ethernet/IP-interconnected control
systems. Proceedings of the IFAC Workshop on Programmable Devices and Systems – PDS’06,
Brno, February 2006

III.37 P. Plesowicz, P.Łaszczyk (2006) Comparative evaluation of LAN and GPRS-based heat
exchange plant control. Proceedings of the 12th IEEE International Conference on Methods and
Models in Automation and Robotics, pp. 481-485

III.38 Polaków, G., Metzger, M.: Design and Implementation of Ethernet–Based Horizontal
Communication Scheme Using LabVIEW. Proceedings of the 12th IEEE International
Conference on Methods and Models in Automation and Robotics (2006) 829–834

III.39 Polaków, G., Metzger, M.,: Programming LabVIEW–Based Producer/Consumer
Communication for Distributed Control Systems. Proceedings of IFAC Workshop on
Programmable Devices and Embedded Systems, Brno (2006) 322–327

III.40 K.Stebel. Model approximation for real-time simulation of nonlinear pH process. Proceedings of
the 11th IEEE International Conference on Methods and Models in Automation and Robotics,
2005, Międzyzdroje, pp. 825-830.

III.41 K.Stebel, D.Choinski (2006) Programmable on-line performance monitor integrated with plant
by OPC standard. Proceedings of the IFAC Workshop on Programmable Devices and Systems –
PDS’06, Brno, February 2006, pp. 220-225.

PhD Thesis

III.42 P. Plesowicz (2006) Application of TCP/IP standard for transmission in automatic control (in
Polish). Gliwice, 2006, pp. 1-141.



201

Measurement Systems

Proceedings of international conferences

IV.1 Buchczik D., Wyżgolik R., Pietraszek S.: Comparative Study of Acceleration Transducers for
Biomedical Applications, Proceedings of SPIE - Vol. 6348, 2006.

IV.2 Budzan S.: Robust filtering in laser scanner point cloud. International Conference on Computer
Vision and Graphics, Warszawa, 25-27 Sep. 2006.

IV.3 Budzan S.: Reconstruction the objects with parametric surfaces using  a 3d Hough transform.
International PhD Workshop for Candidates for a Doctor's Degree, Wisła, 21-24 Oct. 2006.

IV.4 Frączek J.: The intrinsically safe equipment in the context of the ATEX 100A Directive and the
functional safety –status in Poland. IEEE International Conference on Technologies for
Homeland Security and Safety, Gdańsk University of Technology, Poland September 28-30,
2005 (członek Komitetu Programowego, przewodniczący sesji: Security Maintenance and Safety
Management).

IV.5 Grychowski T.: Use of fuzzy logic to support an operator of monitoring system of coal mine
atmosphere, XXXIII Międzynarodowa Konferencja Sekcji Cybernetyki w Górnictwie; KG PAN
– ATI2005, 1-3.06.2005, str. 135-145. (in Polish)

IV.6 Wiora J., Wiora A.: A system allowing for the automatic determination of the characteristic
shapes of ion-selective electrodes. Optoelectronic and Electronic Sensors VI. Proceedings of
SPIE, 2006

IV.7 Wyżgolik R., Koza J., Augustyniak A.: Modern System for Seismic Events Detection in Polish
Coal Mines - Challenges in Archieving Functional Safety, Proc. of the IEEE International
Conference on Technologies for Homeland Security and Safety, TEHOSS 2005, September 28-
30, 2005, Gdańsk, Poland, pp. 549-552

Journal papers (in English)

IV.8 Wiora A., Wiora J., Kozyra A.: Dynamic models of ion-selective electrodes and their interface
electronics. Metrology and Measurement Systems, Vol. XIII, Nr 4 (2006), str. 421-432

Journal papers (in Polish)

IV.9 Grychowski T.: Use of fuzzy logic to support an operator of monitoring system of coal mine
atmosphere. Miesięcznik Mechanizacja i Automatyzacja Górnictwa 2005. nr 11 (418), pp. 12-
18. (in Polish)

IV.10 Grychowski T.: Expert system to support a dispatcher for fire threat in coal mine. Miesięcznik
Wyższego Urzędu Górniczego nr 7(143)/2006 pp. 7-12. (in Polish)

IV.11 Grychowski T.: Experimental system with measuring devices for control of coal atmosphere.
Miesięcznik Mechanizacja i Automatyzacja Górnictwa 2006. nr 4 (423), pp. 32-38. (in Polish)

IV.12 Ilewicz W.: Analysis of complex chromatograms using nonlinear regression method, Works of
Scientific Committees, no. 29, The Katowice Branch of the Polish Academy of Sciences, Katowice
2005, pp. 94-98. (in Polish)

IV.13 Ilewicz W.: An algorithm with numerical shape standard for estimation of parameters of
complex chromatographic data, Zeszyty Naukowe Politechniki Śląskiej, Seria: Elektryka z. 195,
Gliwice 2005, pp. 51-62. (in Polish)



202

IV.14 Ilewicz W.: Comparison of minimization algorithms for purpose of analysis of complex
chromatographic data, Zeszyty Naukowe Politechniki Śląskiej, Seria: Automatyka z.144,
Gliwice 2006, pp. 171-178. (in Polish)

IV.15 Kozyra A.: Analysis of uncertainty of multicomponent ion-selective measurements (in Polish),
Zeszyty Naukowe Politechniki Śląskiej, Seria: Elektryka Nr 1670 p.135-146, Wydawnictwo
Politechniki Śląskiej, Gliwice 2005.

IV.16 Waluś S., Żelezik J.: Przepływomierze korelacyjne, Prace Komisji Naukowych, PAN, Oddział w
Katowicach, Zeszyt nr 29, Katowice 2005, s. 116-119.

IV.17 Waluś S.: Możliwość pomiaru strumienia objętości gazu za pomocą przepływomierza
ultradźwiękowego w przewodach o dużych średnicach, Podstawowe Problemy Metrologii, Ustroń,
8-11.05.2005, Prace Komisji Metrologii Oddziału PAN w Katowicach, Seria: Konferencje Nr 8, s.
463-470.

IV.18 Waluś S., Żelezik J.: Pomiar strumienia płynu metodą korelacyjną, Podstawowe Problemy
Metrologii, Ustroń, 8-11.05.2005, Prace Komisji Metrologii Oddziału PAN w Katowicach
Wyżgolik R.: hardware and software methods of seismic event detection improvement in polishc
coal mines, Zeszyty Naukowe Politechniki Śląskiej, Elektryka z.195, str. 245-257, Gliwice 2005

IV.19 Wyżgolik R.: Hardware and software methods of seismic event detection improvement in
polishc coal mines, Zeszyty Naukowe Politechniki Śląskiej, Elektryka z.195, str. 245-257,
Gliwice 2005

National conferences (in Polish)

IV.20 Budzan S.: Detection of parametric surfaces using 3D Hough Transform. Miedzyuczelniana
Konferencja Metrologów, Warszawa, 4-8 Sep. 2006.

IV.21 Buchczik D., Pietraszek S., Wyżgolik R.: Comparative study of acceleration transducers for
biomedical applications, IX Konferencja Naukowa Czujniki Optoelektroniczne i Elektroniczne,
Kraków - Zakopane, 19 -22.06.2006 (opublikowane w materiałach konferencyjnych).

IV.22 Frączek J.: Selection of electrical apparatus for potentially explosive atmospheres. IX Konf.
Szkoleniowo-Techniczna ZONA’2005, Gdańsk, 4-8 października 2005 r., mat. konf., wyd.:
Centrum Szkoleniowo-Konferencyjne, „Energetyk” Lublin, str. 5-20 (przewodnictwo
programowe, prowadzenie konferencji).

IV.23 Frączek J.: Law system in Poland for electrical apparatus and installations in hazardous
atmospheres according to ATEX 100A – status after joining of the European Community.
Ogólnopolska Konferencja Szkoleniowo-Techniczna: Instalacje i urządzenia elektryczne w strefach
zagrożonych wybuchem i pożarem.  Tarnowo-Podgórne k/Poznania, 11-12 października 2005 r.,
mat. konf., wyd.: ENERGO-EKO-TECH (kierownictwo merytoryczne).

IV.24 Frączek J.: Program SAFEC jako próba łączenia dyrektywy ATEX 100A z bezpieczeństwem
funkcjonalnym. doboru. X Konf. Szkoleniowo-Techniczna ZONA’2006, Augustów, 25-29
września 2006 r., mat. konf., wyd.: Centrum Szkoleniowo-Konferencyjne, „Energetyk” Lublin
str. 5-17 (przewodnictwo programowe, prowadzenie konferencji).

IV.25 Frączek J.: Expolosionproof instalations and apparatus in potdentially hazardous atmospheres
according to Directivws ATEX 100A and ATEX 137. Mat. konf., Szczyrk, 12-14 czerwca 2006 r.,
Ośrodek Szkoleń i Informacji EFFECT (przewodnictwo programowe, prowadzenie konferencji).

IV.26 Grychowski T.: Support of estimation of thermal comfort with use of fuzzy inference system.
XXXVIII Międzyuczelniana Konferencja Metrologów, 4-6.09.2006 Warszawa, PAK
9bis/2006r., str. 38-40. (in Polish)

IV.27 Grychowski T.: The didactic – investigate measuring installation with intrinsically safe system
and mining sensor. XXXVIII Międzyuczelniana Konferencja Metrologów, 4-6.09.2006
Warszawa, PAK 9bis/2006r., pp.140-142. (in Polish).

IV.28 Kozyra A.:Multicomponent measurements of ion activities (in Polish),  IX Konferencja
Naukowa Czujniki Optoelektroniczne i Elektroniczne COE 2006, p. 223-226, Zakopane 2006r.

IV.29 Wiora J., Wiora A.: A system allowing for the automatic determination of the characteristic
shapes of ion-selective electrodes, IX Konferencja Naukowa Czujniki Optoelektroniczne i
Elektroniczne, Zakopane, 19-22.06.2006.

IV.30 Wiora A., Wiora J.: Dynamic properties of  ion-selective electrodes. IX Konferencja Naukowa
Czujniki Optoelektroniczne i Elektroniczne, Zakopane, 19-22.06.2006.

IV.31 Wiora J., Wiora A., Kozyra A.: A measuring set-up dedicated for the value determination of
dynamic parameters of ISEs. V Sympozjum nt. Pomiarów Dynamicznych; Szczyrk, 7-8.11.2005.



203

IV.32 Wiora A.: Determination of the dynamic parameters of the ISE’s model erasing from the signal
theory. V Sympozjum nt. Pomiarów Dynamicznych; Szczyrk, 7-8.11.2005.

IV.33 Wiora A., Wiora J.: Application of the control theory for modelling of dynamic properties of
ISEs. V Sympozjum nt. Pomiarów Dynamicznych; Szczyrk, 7-8.11.2005.

IV.34 Wiora A., Wiora J.: Research on the dynamic models of ISEs with different kinds of membranes.
VII Polska Konferencja Chemii Analitycznej, Toruń, 3-7 VII 2005.

IV.35 Wiora J., Wiora A., Kozyra A.: Measuring uncertainty of the activity coefficient and its effection
on the ion-selective potentiometric measurement. VII Polska Konferencja Chemii Analitycznej,
Toruń, VII 2005.

IV.36 Wiora J., Krzon A., Wiora A.: Comparison of the Nikolsky-Eisenman model with the phase-
boundary potential model describing a potentiometric multicomponent measurement. VII Polska
konferencja Chemii Analitycznej, Toruń, 3-7 VII 2005

Ph. D. Theses

IV.37 Kozyra A.: Determination of Parameters of Ion-Selective Electrodes for Multicomponent
Measurements (in Polish, unpublished)., Inst. of Automatic Control, Gliwice 2005.

IV.38 Wiora J.: Characterisation of Measurement Errors Caused by Model Simplification of Physico-
Chemical Phenomena in Multi-Component Potentiometric Analysis, Ph. D. thesis, Inst. of
Automatic Control, Gliwice 2006 (in Polish, unpublished).

IV.39 Wiora A..: Research on the Ion-Selective Electrodes for Identification of their Dynamic Models.
Ph. D. thesis, Inst. of Automatic Control, Gliwice 2006 (in Polish, unpublished).



204

Systems engineering
Books and book chapters

V.1. Grzechca W.: Searching of  solution of assembly line balancing problem (heurustic methods). VIII
Konferencja „Komputerowo Zintegrowane Zarządzanie”, Zakopane 2005, WNT Tom. I, Warszawa
2005, str. 421-429. (in Polish)

V.2. Grzechca W.: Heuristic final results for assembly line balancing problem. Wydawnictwo
Uczelniane Politechniki Koszalińskiej, Koszalin 2006, pp. 56-63. ISBN 83-7365-101-2. (in Polish)

V.3. Heczko M., Jagodziński M.: Idea of aplication an integrated systems ERP II in Higher School of
Business in Dąbrowa Górnicza. Tom 2, Wydawnictwa Komunikacji i Łączności, WKiŁ, Warszawa
2005, str. 51-59. (in Polish)

V.4. Jagodziński M., Sitek P.: Management problem of security in ERP systems .Tom 1, WNT 2005,
str. 455-461. (in Polish)

V.5. Kimmel M., Olga Gorlova, Claudia Henschke "Modeling Lung Cancer Screening." In
Series: General Biostatistics: Recent Advances in Quantitative Methods in Cancer and Human
Health Risk Assessment (May 2005): 161-173. Wiley, New York

V.6. Kimmel M.: "Genome signals and assembly" Encyclopedia of Genetics, Genomics, Proteomics
and Bioinformatics, 8 (Sept 2005).

V.7. Palus H., Color image segmentation: selected techniques, In: Lukac R., Plataniotis K.N., /Eds./,
Color image processing: methods and applications, CRC Press, Boca Raton, 2006, pp.103-128.

V.8. Palus H., Selected problems of color image processing, Wydawnictwo Politechniki Śląskiej,
Monografia 147, Gliwice 2006. (in Polish)

V.9. Sileikis W., Fortuna A.: Application of the RLO (Reusable Learning Object) strategy to
standardization of e-lecture. In „Komputerowo Zintegrowane Zarządzanie”, WNT, Warszawa
2005, vol. I pp. 392-396 (in Polish).

V.10. Smolka B., A.N. Venetsanopoulos, Noise reduction and edge detection in color images, in "Color
Image Processing: Methods and Applications", Editors: R. Lukac, K.N Plataniotis, CRC Press,
Boca Raton, USA, 2006.

V.11. Zaborowski M., Krystek J.: Influence of dispatch rules on Follow-up Scheduling Algorithm. VIII
K.K. „Komputerowo Zintegrowane Zarządzanie”, Zakopane 2005, WNT Warszawa 2005, p.668-
679.(in Polish)

Journal Papers

V.12. Bal A., Multistage oversegmentation removing method. Materiały XV Krajowej Konferencji
Automatyzacji Procesów Dyskretnych KKAPD Zakopane 2006, Zeszyty Naukowe Politechniki
Śląskiej nr 1728, seria Automatyka Zeszyt 145, Gliwice 2006. (in Polish)

V.13. Bal A., Method for improvement of segmentation result of images incorporated texture.  Zeszyty
Naukowe Politechniki Śląskiej nr 1739, seria Automatyka Zeszyt 146, Gliwice 2006. (in Polish)

V.14. Bal A., Matching of image elements by optimal cliques finding. Materiały V Sympozjum
Naukowego „Techniki Przetwarzania Obrazu”, Serock, 2006, s. 309–320. (in Polish)

V.15. Borys D., Panek R., Gorczewski K., d’Amico A., Steinhof K., Psiuk-Maksymowicz K.,
“Evaluation of SPECT-CT Image Fusion Quality Control”, Biocybernetics and Biomedical
Engineering; 2006, Vol. 26, 4, pp. 81-92

V.16. Czornik A, Swierniak A.: Controllability of discrete time jump linear systems. Dynamics of
Continous, Discrete and Impulsive Systems 12 (2): 165-189 Apr 2005

V.17. Czornik A, Swierniak A.: On adaptive control for the continuous time-varying JLQG problem.
International Journal of Applied Mathematics and Computer Science. 2005; 15(1): 53-62

V.18. Czornik A., Swierniak A.: On adaptive control for the continuous time-varying JLQG problem,
International Journal of Applied Mathematics and Computer Science, 2005,v.15, n.1, pp.53-62.



205

V.19. Czornik A., Świerniak A.: Controllability of Discrete Time Jump Linear Systems, Dynamics of
Discrete and Impulsive Systems B: Applications and Algorithms, v.12, No 2, 2005, 165-191.

V.20. d’Amico A.,Szczucka K., Borys D., Gorczewski K., Steinhof K., SPECT-CT Fusion: a new
diagnostic tool for endrocrinology, Endokrynologia Polska – Polish Journal of Endocrinology,
t.57, supl. A, 2006, pp. 71-74 0 (in Polish)

V.21. Deja G, Jarosz-Chobot P, Polanska J, Siekiera U, Malecka-Tendera E: Is the association between
TNF-α-308 A  allele and DMT1 independent of HLA DRB1 and DQB1 alleles? Mediators of
Inflammation 2006, Article ID 19724, pp. 1–7.

V.22. Eszlinger M., Wiench M., Jarzab B., Krohn K., Beck M., Lauter J., Gubała E., Fujarewicz K.,
Swierniak A., Paschke R.: Meta-and Realnalysis of Gene Expression Profiles of Hot and Cold
Thyroid Nodules and Papillary Thyroid Carcinoma for Gene Groups, J. Clin. Endocrinol. &
Metab., 2006, 91, pp. 1934-1942.

V.23. Fujarewicz K., Kimmel M., Swierniak A.: On fitting of mathematical model of cell signaling
pathways using adjoint systems, Mathematical Biosciences and Engineering, Special Issue, 2005,
v.2, n.3, pp.527-534.

V.24. Fujarewicz K., Mazer S.,: Setting of a fractional order hold. Zeszyty Naukowe Politechniki
Śląskiej 1728, Seria: Automatyka, z. 145 2006, pp.69-74. (in  Polish)

V.25. Gałuszka A., A. Świerniak. 2005. Non-cooperative game approach to multi-robot planning. Int. J.
Appl. Math. Comput. Sci., Vol.15, No.3, 359-367.

V.26. Gdowicz-Kłosok A., Kłosok M. , Wideł M. S. , Wideł M. , Oliński R. , Rzeszowska-Wolny J.:
Polymorphism of genes coding for proteins involved in DNA repair is colon cancer morbidity
factor. Acta Biochimica Polonica V53 (Suppl. 1), (Abstract), p.152.

V.27. Gdowicz-Kłosok A., Kłosok M., Wideł M.S., Wideł M., Oliński R, Rzeszowska-Wolny J..
Polymorphism of genes coding for proteins involved in DNA repair is colon cancer morbidity
factor”, Acta Biochim Polon. V53 (Suppl. 1), p.152, 2006

V.28. Gorlova O., Peng B., Yankelevitz D., Henschke C., Kimmel M. "Estimating the growth rates of
primary lung tumours from samples with missing measurements." Statistics in Medicine, 24 (Apr
15, 2005): 1117-34.

V.29. Grzechca W: Information contents of chromosome in simple assembly line balancing problem.
Zeszyty Naukowe Politechniki Śląskiej, s.Automatyka, z.144, Gliwice 2006, pp. 165-170. (in
Polish)

V.30. Jagodziński M., Heczko M.: Application of Petri nets for modeling of dynamic order process.
(DOP). Polska Akademia Nauk, Instytut Badań Systemowych, Seria: Badania Systemowe, Tom
41, Warszawa 2005, str. 61-68. (in Polish)

V.31. Jagodziński M., Goraus A.: Reengineering of education process using IFS Applications. Studia
i materiały Polskiego Stowarzyszenia Zarządzania Wiedzą, Tom 7, Bydgoszcz 2006, str. 72-80. (in
Polish)

V.32. Jagodziński M., Heczko M.: Application of Petri nets and XML standard in business process
modeling. Wydawnictwo Polskiego Towarzystwa Zarządzania Produkcją , tom 1, Opole 2006, str.
514-520. (in Polish)

V.33. Jagodziński M., Krystek J., Midura M.: Information structure of assembly process example in
Integrated Management System IFS Applications. Zarządzanie informacją w gospodarce opartej
na wiedzy, Materiały konferencyjne XII Konferencji Komputerowe Systemy Wielodostępne 2006,
wydane przez Polskie Towarzystwo Zarządzania wiedzą: Studia i materiały nr 7, 2006, p.81-90.
(in Polish)

V.34. Jarosz-Chobot P, J. Polańska: Epidemiology of type 1 Diabetes Mellitus among children aged 0-15
in Upper Silesia, Poland, 1989-2002. X Jubileuszowy Zjazd Naukowy Polskiego Towarzystwa
Diabetologicznego, Warszawa 12-14.05.2005. Materiał konferencyjne opublikowane w:
Diabetologia Polska 2005 vol.12, nr 1, str.68. (in Polish)

V.35. Jarząb B., M. Wiench, K.Fujarewicz, K. Simek, M. Jarząb, M. Oczko-Wojciechowska, J. Włoch,
A. Czarniecka, E. Chmielik, D. Lange, A. Pawlaczek, S. Szpak, E. Gubała, A.Świerniak: Gene
Expression Profile of Papillary Thyroid Cancer: Sources of Variability and Diagnostic
Implications, Cancer Research, 65(4), pp.1–11, 2005.

V.36. Kanik K., Jagodziński M.: Project management using IFS Applications. Wydawnictwo Polskie
Towarzystwo Informatyczne Katowice, 2005, Tom: Informatyka Strategie i zarządzanie wiedzą,
str. 175-183. (in Polish)

V.37. Kimmel M., Swierniak A.: Control theory approach to cancer chemotherapy: benefiting from
phase dependence and overcoming drug resistance. Lect. Notes Math. 1872, 2006, pp. 185-221.

V.38. Konopacka M., Rzeszowska-Wolny J.: The bystander effect induced in vitro by X-radiation in
human



206

lymphocytes. . Nowotwory, Journal of Oncology, Vol. 56, suppl.4, Abstrakt,  pp. 153-154. (in
Polish)

V.39. Konopacka M., Rzeszowska-Wolny J.: The bystander effect-induced formation of micronucleated
cells is inhibited by antioxidants, but the parallel induction of apoptosis and loss of viability are
not affected. Mutat Res. 2006 , 593 (1-2): 32-8.

V.40. Kowalski G., Sostaric K., Jagodziński M.: Finance implementations information systems by
PHARE. Wydawnictwo Polskie Towarzystwo Informatyczne Katowice, 2005, Tom: Informatyka
w bankowości i finansach, str. 183-194. (in Polish)

V.41. Kramer-Marek G, Serpa C, Szurko A, Widel M, Sochanik A, Snietura M, Kus P, Nunes RM,
Arnaut LG, Ratuszna A.: Spectroscopic properties and photodynamic effects of new lipophilic
porphyrin derivatives: efficacy, localisation and celldeath pathways. J Photochem Photobiol B. 84,
1-14. 2006.

V.42. Krystek J., Zaborowski M.: The Follow-up Scheduling Algorithm and its internet implementation.
Zastosowania informatyki w nauce, technice i zarządzaniu, IBS PAN s. BADANIA
SYSTEMOWE, Warszawa 2005, vol 41, p.293-305. (in Polish)

V.43. Krystek J., Jagodziński M., Rochowiak T.: Constraint-based Scheduling in IFS Applications.
Rozwój i zastosowania metod ilościowych i technik informatycznych wspomagających procesy
decyzyjne, IBS PAN s. BADANIA SYSTEMOWE, Warszawa 2006, vol 49, p.161-173. (in
Polish)

V.44. Kula D, Bednarczuk T, Jurecka-Lubieniecka B, Polanska J, Hasse-Lazar K, Jarzab M, Steinhof-
Radwanska K, Hejduk B, Zebracka J, Kurylowicz A, Bar-Andziak E, Stechly T, Pawlaczek A,
Gubala E, Krawczyk A, Szpak-Ulczok S, Nauman J, Jarzab B, Interaction of HLA-DRB1 alleles
with CTLA-4 in the predisposition to Graves' disease: the impact of DRB1*07. Thyroid 2006,
16(5): pp.447-453.

V.45. Lipniacki T., Paszek P., Marciniak-Czochra A., Brasier A.R., Kimmel M.: Transcriptional
stochasticity in gene expression. Journal of Theoretical Biology 238, Elsevier, 2006, pp. 348-367.

V.46. Lukac R., Plataniotis K.N, Venetsanopoulos A.N., Smolka B.: A statistically-switched adaptive
vector median filter, Journal of Intelligent and Robotic Systems, Springer, vol. 42, no 4, 2005,
pp.361 – 391.

V.47. Lukac R., Plataniotis K.N., Smolka B., Venetsanopoulos A.N.: A data-adaptive approach to cDNA
microarray image enhancement, Lecture Notes in Computer Science, Volume 3515/2005, 2005,
pp.886-893.

V.48. Lukac R., Plataniotis K.N., Smolka B., Venetsanopoulos A.N.: cDNA microarray image
processing using fuzzy vector filtering framework, Journal of Fuzzy Sets and Systems, Special
Issue on Fuzzy Sets and Systems in Bioinformatics, 152, 1, May 2005, pp.17-35.

V.49. Lukac R., Plataniotis K.N., Smolka B., Venetsanopoulos A.N.: Vector sigma filters for noise
detection and removal in color image, J. of Visual Communication and Image Representation,
Elsevier,  2006,   pp.1-26.

V.50. Marciniak-Czochra A., Kimmel M.: Mathematical model of tumor invasion along linear or tubular
structures. Mathematical and Computer Modelling 41, Elsevier, 2005, pp.1097-1108.

V.51. Palus H., Performance evaluation of preprocessing in color image segmentation, Journal of
Imaging Science and Technology, vol.49, no.6, 2005, 583-587

V.52. Palus H., Region-based colour image segmentation technique and its properties, Przegląd
Elektrotechniczny, nr 3, 2005, pp.41-44. (in Polish)

V.53. Palus H., Selected clustering techniques in colour spaces. Zeszyty Naukowe Politechniki Śląskiej, s.
Automatyka, z.145, Gliwice 2006, pp.163-170. (in Polish)

V.54. Paszek P., Lipniacki T., Brasier AR., Tian B., Nowak DE., Kimmel M. "Stochastic effects of
multiple regulators on expression profiles in eukaryotes." Journal of Theoretical Biology, 233 (Apr
7, 2005): 423-33.

V.55. Pękala W, Polanska J, Pamuła J, Grzybowska E: Modulation of Cancer Risk by ESR α and β
Genetic Polymorphisms in Hereditary Breast and Ovarian Cancer Families. Hereditary Cancer in
Clinical Practice 2006 4(1):p.64 (abstract)

V.56. Polanska J, Kimmel M: A simple model of linkage disequilibrium and genetic drift in human
genomic SNPs: Importance of Demography and SNP age. Human Heredity 2005; 60(4): 181-195

V.57. Polanska J, Jarosz-Chobot P: Maternal age at delivery and order of birth are risk factors for Type 1
Diabetes Mellitus in Upper Silesia, Poland. Med Sci Monit. 2006, 12(4): CR173-176.

V.58. Polanska J, Borys D, Polanski A: Node assignment problem in Bayesian networks. International
Journal of Applied Mathematics and Computer Science 2006, 16(2): pp. 233-240

V.59. Polaniak R., Birkner E., Wideł M., Przybyszewski W., Goliszewska M., Filipowska B., Grucka-
Mamczar E.: Influence of vitamin E and extremely low frequency magnetic field on the activity of



207

lactate dehydrogenase of squamous cell carcinoma cells in vitro. Acta Biochim Polon. V53 (Suppl.
1), p.203, 2006

V.60. Primke T.: A Two-steps Scheduling Algorithm. Materiały IX Konferencji „Komputerowo
Zintegrowane Zarządzanie”, Zakopane 2006, Oficyna Wydawnicza Polskiego Towarzystwa
Zarządzania Produkcją Tom II, Opole 2006, pp. 415-423. (in Polish)

V.61. Przybyszewski W., Wideł M., Rzeszowska-Wolny J.: Cardiotoxic consequences of ionizing
radiation and antracyclines. Postepy Hig. Med. Dośw. 60,. Review. Polish, pp.397-405.

V.62.  Przybyszewski,W. Widel M, Polania R, Szurko A, Matulewicz L, Manikowski Z, Birkner Z,
Rzeszowska-Wolny J.: Contrasting effects of low vs high dose-rate radiation on lipid peroxidation,
DNA damage, and antioxidant enzyme activities in tumor cells. Progress in Medical Research, 3,
12-24 (2005), (Pub. Online)

V.63. Puszyński K.: Parallel Implementation of Logical Analysis of Data (LAD) for Discriminatory
Analysis of Protein Mass Spektrometry Data, PPAM 2005, Lect. Notes Comp. Sci. 3911, 2006, pp.
1114-1121.

V.64. Ryabokon N.I., Goncharova R.I., Duburs G., Rzeszowska-Wolny J. A 1,4-didydropyridine
derivatives reduces DNA damage and stimulates DNA repair in human cells in vitro, Mutation
Res. 587 (2005) pp. 52–58

V.65. Rzeszowska-Wolny J., Polanska J., Pietrowska M., Palyvoda O., Jaworska J., Butkiewicz D.,
Hancock R.: Polymorphic variants of the DNA repair gene XPD influence responses of
lymphocytes to γ - radiation in vitro. Radiation Research 2005 pp.132-140.

V.66. Rzeszowska-Wolny J. ,Polanska J., Herok R., Konopacka M.,  Hancock R.. Reprogramming of
transcription induced by exposure of cells to ionizing radiation. Proceedings of Wilhelm Berhard
Workshop, Munsterschwarzwach, 2005

V.67. Sileikis W.: E-learning module „Spiral springs". Mechanik, no 3/2005, Warszawa 2005, pp. 291-
292 (in Polish).

V.68. Sileikis W.: E-learning module „ Conical compression springs with constant pitch” Mechanik, no
8-9/2005, Warszawa 2005, pp. 736-737 (in Polish).

V.69. Sileiks W., Fortuna A.: E-tests in „Blended Learning”, In „Komputerowo Zintegrowane
Zarządzanie”, Zakopane 2006, Oficyna Wydawnicza Polskiego Towarzystwa Zarządzania
Produkcją vol. II, Opole 2006, pp. 461-465 (in Polish).

V.70. Sileikis W.: Web application for designing conical compression springs. Przegląd Mechaniczny,
no 4/2006, Warszawa 2006, pp. 34-37 (in Polish).

V.71. Sileikis W.: Web application for designing helical torsion springs. Mechanik, no 8-9/2006,
Warszawa 2006, pp. 686-687 (in Polish).

V.72. Slowinski J, Mazurek U, Bierzynska-Macyszyn G, Widel M, Latocha M, Glogowska-Ligus J,
Stomal M, Mrowka R. Cell proliferative activity estimated by histone H2B mRNA level correlates
with cytogenetic damage induced by radiation in human glioblastoma cell lines. J. Neurooncol. 71,
237-43, 2005

V.73. Smolka B, Chydziński A.: Fast detection and impulsive noise removal in color images. Real time
imaging, 11/2005, pp. 389-402.

V.74. Smolka B., K.N. Plataniotis, Soft-switching adaptive technique of impulsive noise  removal in
color images , Lecture Notes in Computer Science, LNCS 3656, 686-694, 2005.

V.75. Smolka B., K.N. Plataniotis, Ultrafast  technique of impulsive  noise removal with application to
microarray image denoising, Lecture Notes in Computer Science, LNCS 3656,  990-998, 2005.

V.76. Smolka B., K. Wojciechowski, On the adaptive impulsive noise removal in color images, Archives
of Control Sciences, 15, 1, 2005, 111–125.

V.77. Smołka B: On the adaptive impulsive noise attenuation in color images. International Conference
on Image Analysis and Recognition; Portugalia 18-20.09.2006, Lect. Notes Comp. Sci. 4141,
pp.307-317.

V.78. Smołka B: On the adaptive impulsive noise attenuation in color images. International Conference
on Image Analysis and Recognition; Portugalia 18-20.09.2006, Lect. Notes Comp. Sci. 4141,
pp.307-317.

V.79. Świerniak A., Śmieja J.: Analysis and optimization of drug resistant and phase specific cancer
chemotherapy models. Mathematical Biosciences and Engineering, v.2, No.3, 2005, pp.657-670.

V.80. Walichiewicz P, Przybyszewski WM, Snietura M, Lange D, Bkhinyan A, Widel M.  Protective
effect of local temporary ischemia depends on applied dose of  radiation. Cancer Lett. 222,2005,
pp.113-8.

V.81. Widel M.S, Widel M: Mechanisms of metastasis and molecular markers of malignant tumor
progression. I. Colorectal cancer. Postepy Hig Med Dosw (Online). 2006; 60: 453-70. Review.
Polish.



208

Papers in international conference proceedings

V.82. Borys D.,  Application of Bayesian Networks for estimating causality based on microarray DNA
data, VII IET Międzynarodowe Warsztaty Doktoranckie OWD’05, Archiwum Konferencji
PTETIS, vol. 21,2005, str. 35-38. (in Polish)

V.83. Chen BY., Fofanov VY., Kristensen DM., Kimmel M., Lichtarge O., Kavraki LE. "Algorithms for
structural comparision and statistical analysis of 3D protein motifs." Pacific Symposium on
Biocomputing (2005): 334-45.

V.84. d’Amico A., Borys D., Gorczewski K., Panek R., Psiuk –Maksymowicz K., Steinhof K., Jarząb B.
“Importance of quality control of SPECT-CT fusion in patients treated with 131- iodine”, Annual
Congress of the European Association of Nuclear Medicine - EANM'05 .

V.85. Fujarewicz K., Adjoint sensitivity analysis for identification of continuous-time models based on
discrete-time measurements, Proc. 11th IEEE International Conference on Methods and Models in
Automation and Robotics, Międzyzdroje, Poland, pp. 519-524, 2005.

V.86. Fujarewicz K., Lipniacki T., Kimmel M., Świerniak A., Hybryd systems identification -
application to cell signaling pathways, Dagstuhl Seminar: Managing and Mining Genome
Information: Frontiers in Bioinformatics, November, http://www.dagstuhl.de/05441/Materials/
2005.

V.87. Fujarewicz K., Identification of complex biological systems – adjoint sensitivity approach, Proc.
Int. Conf. Continuous and Discrete Modeling Mechanics, Warsaw, September, pp. 18, 2005.

V.88. Fujarewicz K., Jarząb B., Świerniak A.: Selecting differentially expressed genes using support
vector machines, Proc. 3rd IASTED Int. Conf. on Biomedical Engineering, BioMED’05, 2005,
pp. 524-528.

V.89. Fujarewicz K., Marek K., Lipniacki T., Świerniak A., Identification of models of cell signaling
pathways using generalized backpropagation through time, Proc. IEEE International Workshop on
Genomic Signal Processing and Statistics, GENSIPS, 2005.

V.90. Fujarewicz K., Generalized Backpropagation Through Time For Continuous-Time Neural Models
Identification, Proc. Industrial Simulation Conference, Palermo, pp. 178-181, June, 2006.

V.91. Fujarewicz K.: On identifiability of model of cell signaling pathways based on semi-quantitative
data. Proc. of Marrakesh World Conference on Differential Equations and Applications - abstract,
June 2006, pp.26.

V.92. Fujarewicz K.: Parameter estimation for models of cell signaling pathways based on semi-
quantitative data. Proc. of IASTED International Conference on BIOMEDICAL ENGINEERING -
BioMED 2006, CD edition.

V.93. Gałuszka A., A. Świerniak. 2005. Translation STRIPS planning in the presence of uncertainty to
linear programming. 11th IEEE Int. Conf. Methods and Models in Automation and Robotics, 29
August – 1 September, Międzyzdroje, Poland, CD-ROM.

V.94. Jarząb B., Simek K., Fujarewicz K., Jarząb K., Wiench M., Genomic Approach to Thyroid Cancer
I: Experimental Material and Clinical Implications, Proc. European Conference on Mathematical
and Theoretical Biology, Dresden, July 18-22, , vol.1, pp. 447, 2005.

V.95. Jarząb B., Simek K., Fujarewicz K., Jarząb K., Wiench M., Genomic Approach to Thyroid Cancer
II: Selection, Clusterization and Classification of Data, Proc. European Conference on
Mathematical and Theoretical Biology, Dresden, July 18-22, vol.1, pp. 448, 2005.

V.96. Kawulok M., Smolka B.: Application of color information in human face recognition, Medical
Informatics and Technologies, XI International Conference, September 25-27, 2006, Wisła,
Poland, CD editon.

V.97. Kawulok M., Smolka B.: Improvement of face recognition effectiveness based on color
information, Int. Conference on Systems, Signals and Image Processing, (IWSSIP), Budapest, 21-
23 September 2006, CD editon.

V.98. Kramer-Marek G,. Serpa C., Sochanik A., Szurko A,, Wideł M., Snietura M., Kus P., Arnaut L.G.,
Ratuszna A.: Photodynaimc effect of two liposome-incorporated porphyrin derivatives: efficiency,
subcellular localisation; and two different pathways of cell death, 34 th ESRB&ARR, 5-8.IX 2005,
G Leicester, UK, Programme and Abstracts, p. 199

V.99. Kramer-Marek G., Serpa C., Sochanik A., Snietura M., Kus P., Arnaut L.G., Ratuszna A., Wideł
M., Photodynamic effect, cell death pathways and subcellular localisation of two liposome-
incorporated synthetic porphyrin derivatives. Abstracts of 11th Congress of the European Society
for Photobiology, Aix-Les-Bains, France 3-8.IX. 2005



209

V.100. Lubecka B., Wideł M., Kołosza Z., Rzeszowska J.: DNA damage and its repair in subpopulations
of peripheral blood lymphocytes. Abstracts of VI International Comet Assay Workshop, p. 80,
Warszawa 22-24 Sept. 2005

V.101. Lukac R., Plataniotis K.N., Smolka B., Venetsanopoulos A. N.: Vector operators for color image
zooming. IEEE International Symposium on Industrial Electronics, Dubrovnik, Croatia, 20-23
June 2005,

V.102. Lukac R., Smolka B., Martin K., Plataniotis K.N., Venetsanopoulos A.N.: Vector Filtering for
Color Imaging, IEEE Signal Processing Magazine, Special Issue on Color Image Processing, vol.
22, no. 1, January 2005, pp.74-86.

V.103. Lukac R., Plataniotis K.N., Smolka B.: On cDNA Microarray Spot Localization. Proceedings of
IEEE International Symposium on Circuits and Systems (ISCAS 2006), May 21-24 2006, Kos,
Greece, pp.4791- 4794

V.104. Palus H., Application of colourfulness of the image in colour image quantization, In: Tadeusiewicz
R., Ligęza A., Szymkat M., Computer Methods and Systems, vol.II, Cracow 2005, 205-210.

V.105. Palus H., Colourfulness of the image and its applications in image filtering, Proc. of the 5th IEEE
International Symposium on Signal Processing and Information Technology (ISSPIT'2005),
Athens 2005, pp.884-889,

V.106. Palus H., Region growing technique for colour image segmentation,  In: Tadeusiewicz R., Ligęza
A., Szymkat M., Computer Methods and Systems, vol. II, Cracow 2005, 199-204

V.107. Palus H.: Colorfulness of the image: definition, computation and properties, Proc. of SPIE, 2005.
V.108. Palus H., Colorfulness of the image: definition, computation and properties, Proc. of SPIE,

vol.6158, 2006, pp. 05-1 – 05-6.
V.109. Polanska J., J.Rzeszowska-Wolny, B.Jarzab, M.Kimmel, A.Polanski: Decomposition of gene

expression profiles by mixture models. 6th European Conference for Mathematical and Theoretical
Biology, Dresden 18-22 July 2005.

V.110. Primke T.: An Evolutionary Algorithm for a Multi-Machine Scheduling Problem With
Exponentially Dependent Job Values. VIII IET International Workshop for Candidates for a
Doctor's Degree OWD'2006, Vol. I, 2006, pp.111-116.

V.111. Puszyński K.: Parallel Implementation of Logical Analysis of Data (LAD) for Discriminatory
Analysis of Protein Mass Spectrometry Data. Materiały VII IEE Międzynarodowych Warsztatów
Doktoranckich OWD 2005, pp.17-22,2005.

V.112. Rzeszowska-Wolny J, Polanska J, Herok R, Hancock R, Polanski A: Changes of gene expression
in cells exposed to ionizing radiation analyzed using Gaussian mixture model, in "Deterministic
and Stochastic Models of Cancer and Other Diseases" at World Conference on Differential
Equations and  Applications 2006, June 15-20,  Marrakesh, Morocco, p.22 (abstract)

V.113. Rzeszowska-Wolny J., Konopacka M.: The effects of antioxidants vitamins on the radiation-
induced bystander effect in normal human lymphocytes. Prezentacja ustna; Przewodniczenie sesji:
Signaling and Sensing Radiation Injury. The 35th Annual Meeting of the European Radiation
Research Society and the 4th Annual Meeting of the Ukrainian Society for Radiation Biology,
Kyiv, Ukraine,22 – 25 August 2006

V.114. Rzeszowska-Wolny J.: Gene expression microarray approach. Lecture. Neuroradiobiology meets
Neuroradiotherapies in Neurooncology Varenna (Włochy) 5-7 June 2006

V.115. Smolka B., Chydzinski A., Lukac R., Plataniotsis K.N., Venetsanopoulos A.N.: Fast technique of
impulsive noise removal in multichannel images, IEEE International Symposium on Industrial
Electronics, 20-23 June 2005, Dubrovnik, Croatia.

V.116. Smolka B., Chydzinski A., Wojciechowski K.: Fast detection and impulsive noise attenuation in
color images, Proceedings of 4th International Conference on Computer Recognition Systems
CORES'05, Advances in Soft Computing, Springer, 2005, pp.459-467.

V.117. Smolka B., R. Bieda, “Application of the Adaptive Noise Removal Technique to the Enhancement
of cDNA Microarray Images”, Journal of Medical Informatics & Technologies (MIT), Department
of Computer Systems, Institute of Informatics, University of Silesia, Katowice, Poland, 2005.

V.118. Smolka B., Lukac R., Plataniotis K.N.:Fast Noise Reduction in CDNA Microarray Images,
Proceedings of the 23rd Biennial Symposium on Communications, Kingston,  Canada, May 29-
June 1, 2006, pp. 348-351.

V.119. Śmieja J., A. Swierniak, Analysis of a class of infinite dimensional systems based on model
decomposition Proc. IFAC World Congress Prague 2005, (CDROM edition)

V.120. Śmieja J., Analysis of a class of infinite dimensional systems based on model decomposition Proc.
IFAC World Congress Prague 2005, (CDROM edition)



210

V.121. Śmieja J., M. Kimmel, K. Fujarewicz, Deterministic model of IFN-b activated signaling pathways
Proc of European Conference for Mathematical and Theoretical Biology, Dresden, Germany, July
18-22, 2005 (abstract)

V.122. Śmieja J., M. Kimmel, Mathematical model of IFN-beta induced expression of IRF1, STAT1,
LMP2 and TAP1, Proc of IEEE Int. Workshop on Genomic Signal Processing and Statistics
GENSIPS 2005 (CDROM edition)

V.123. Smieja J., Jamalludin M., Brasier A., Kimmel M.: Deterministic modeling of Interferon-beta
signaling pathway, Proc. 6th IFAC Symposium on Modeling and Control in Biomedical Systems
MCBMS'06, wyd. Elsevier, Reims, France: p.423-428.

V.124. Śmieja J.: Ordinary differential equations in analysis of signaling pathways. Proc. of Marrakesh
World Conference on Differential Equations and Applications - abstract, June 2006, pp.25.

V.125. Świerniak A., Ledzewicz U., Schattler H.: Singular arcs in cancer chemotherapy – are they
optimal?, Proc. IASTED, BioMED, 2005, ACTA Press, pp.704-708.

V.126. Swierniak A.: Positive dynamic systems resulting from modeling cancer chemotherapy, Proc. 44th

IEEE Conference on Decision and Control and the European Control Conference, pp. 6228-6233,
Dec. 2005, Seville.

V.127. Swierniak A.: Drug Resistance and Phase Specificity of Cancer Chemotherapy-Finite versus
Infinite Dimensional Models, 5th IASTED Conf. Modeling, Simulation and Optimization,
Oranjestad, Aruba, 2005, CD ROM (paper 471-065).

V.128. Swierniak A., d’Onofrio, A.Gandolfi A.: Control problems related to tumor angiogenesis. Proc.
The 32 Annual Conference of the IEEE Industrial Electronics Society, Paris IEEE 2006, pp. 677-
681.

V.129. Swierniak A., Gala G., Gandolfi A., d’Onofrio A.: Optimization of antiangiogenic therapy as
optimal control problem. Proc. IV IASTED International Conference Biomechanics, Palma de
Mallorka 2006, Spain, pp 56-59.

V.130. Świerniak A., Polański A.: Evolution of repeats in microsatellite DNA and emergency of genetic
disorders. Proc. of Marrakesh World Conference on Differential Equations and Applications -
abstract, June 2006, pp.26-27.

V.131. Swierniak A.: Positivity of bilinear control systems modeling cancer chemotherapy. Proc. Inter.
Symposium on Math. Theory of Networks and Systems, Kyoto 2006, Japan, pp. 2478-2485.

V.132. Szurko A., Konopacka M., Polaniak R, Przybyszewski W, Głowala M, Rogoliński J, Lubecka B,
Birkner E., Rzeszowska-Wolny J., Wideł M:. Cytological and biochemical bystander effects on
lymphoblastic K562 cells induced by irradiation conditioned medium. The 34th Anual Meeting of
European Society for Radiation Biology (ESRB) and Association for Radiation Research (ARR)
5-8.IX 2005, Leicester, UK, Programme and Abstracts, p. 216

V.133. Szurko A., Sochanik A., Wideł M., Snietura M., Habdas J., Ratuszna A:  Intracellular localisation
and phototoxic activity of liposome entrapped amnino acid porphyrin derivatives; studies on
human malignant melanoma. Abstracts of 11th Congress of the European Society for
Photobiology, Aix-Les-Bains, France, 3-8.IX. 2005

V.134. Szurko A., Kramer-Marek G, Sochanik A, Widel M., Kus P, Habdas J., Szade J., R.Wrzalik, Serpa
C, Arnaut L, Ratuszna A: Liposome-conjugated new porphyrin derivatives for photodynamic
therapy of cultured tumor cells,  Abstracts of Photodynamic therapy and diagnosis in clinical
practice, Brixen/Bressanone, Italy, 2006

Other conference papers (in Polish)

V.135. Bal A., Method for improvement of segmentation quality of images incorporated texture,
Materiały V Sympozjum Naukowego „Techniki Przetwarzania Obrazu”, Serock, 2006, s. 355–
360.

V.136. Bal A., Matching of image elements by optimal cliques finding , Materiały V Sympozjum
Naukowego „Techniki Przetwarzania Obrazu”, Serock, 2006, s. 309–320.

V.137. Borys D., Panek R., Gorczewski K., Psiuk-Maksymowicz K., Steinhof K., Evaluation of fusion of
scintographic image of SPECT-CT in clinical studies, Proc. XIV KBIB 2005, Biocybernetyka i
Inżynieria Biomedyczna, Tom I – Obrazowanie Medyczne, str. 238-242. (in Polish)

V.138. Chromy G, Witek A, Mazurek U, Stojko R, Nawrocki M, Polanska J, Podolska I, Sebesta M: The
expression of TGFβ and its receptor type II in proliferative phase and adenocarcinoma of



211

endometrium.. XXIX Kongres Polskiego Towarzystwa Ginekologicznego, Poznań, 28-30.09.2006,
(in Polish)

V.139. d’Amico A., Szczucka K., Panek R., Borys D., Mielczarek R., Etmańska A.: Image fusion: where,
when and why. Problemy Medycyny Nuklearnej 2006; X Zjazd Naukowy Polskiego Towarzystwa
Medycyny Nuklearnej, Białystok, 22 – 25 czerwiec 2006, tom 20(39): 41. (in Polish)

V.140. Deja G, P. Jarosz-Chobot, J. Polańska, U. Siekiera, E. Małecka-Tendera: Ocena wybranych
genetycznych czynników ryzyka zachorowania na cukrzycę typu 1 wśród dzieci chorych i ich
zdrowego rodzeństwa. X Jubileuszowy Zjazd Naukowy Polskiego Towarzystwa
Diabetologicznego, Warszawa 12-14.05.2005. Diabetologia Polska 2005 vol.12, nr 1, str.16

V.141. Fujarewicz K., Jarząb M., Jarząb B., Evaluation of discrimination gene sets for DNA microarray
data Rusing permutation sets. Invited lecture, Proc. Mikromacierze DNA w biologii i medycynie,
Gliwice, 2005.

V.142. Fujarewicz K., Kimmel M., Świerniak A., Deterministic models of cell signaling pathways and
their identification, VI Seminarium Naukowe WZEE, Lublin, 8-10 maja 2006, pp. 61-68.

V.143. Gałuszka A., A. Świerniak. 2005. Reduction of STRIPS system to linear programming problem
taking into account information incompletness.  XV Krajowa Konferencja Automatyki, Warszawa,
309-312.

V.144. Grzechca W.: Result estimation of genetic algorithm in assembly line balancing problem. IX
Szkoła Komputerowego wspomagania, projektowania, wytwarzania i eksploatacji, Jurata 2005,
str. 87-92.

V.145. Grzechca  W.: Genetic algorithm in assembly line problem solution.  "Projektowanie i zarządzanie
realizacją produkcji" (red. R Rohatyński), I Konferencja Metody i Środki Realizacji
Konkurencyjnych Wyrobów Przemysłu Maszynowego, Zielona Góra 2005, pp.145-148.

V.146. Grzechca W.: Two-sided asembly line. Materiały IX Konferencji „Komputerowo Zintegrowane
Zarządzanie”, Zakopane 2006, Oficyna Wydawnicza Polskiego Towarzystwa Zarządzania
Produkcją Tom I, Opole 2006, pp.478-484.

V.147. Grzechca W.: Mixed-assembly line problem design. Materiały X Szkoły Komputerowe
wspomaganie projektowania, wytwarzania i eksploatacji, Jurata 2006, pp. 47-60.

V.148. Herok R, J.Polańska, J.Rzeszowska-Wolny: Changes ofgene expression in melanoma cells during
the clonaloutgrowth.Konferencja Naukowa: Mikromacierze DNA w biologii i medycynie. Gliwice
21-22.01.2005, 20-P, str.85

V.149. Jarząb B., Wiench M., Fujarewicz K., Simek K., Jarząb M., Oczko-Wojciechowska M., Włoch J.,
Czarniecka A., Chmielik E., Lange D., Pawlaczek A., Szpak S., Gubała E., Świerniak A., Profil
ekspresji genów w raku brodawkowatym tarczycy: budowa i ocena wielogenowego klasyfikatora
molekularnego, Proc. Mikromacierze DNA w Biologii i Medycynie, Gliwice, 2005.

V.150. Konopacka M., R.Herok, J.Rogoliński, J.Polańska, J.Rzeszowska-Wolny: The role of intercellular
communication in changes of gene expression induced byionizing radiation. Konferencja
Naukowa: Mikromacierze DNA w biologii i medycynie. Gliwice 21-22.01.2005. 9-P, p.63.

V.151. Konopacka M., Rogoliński J., Głowala M., Wideł M., Przybyszewski W., Rzeszowska-Wolny J.:
Medium - mediated bystander  effects induced by X – radiation in human leukemic cells.  XL (40)
Zjazd PTBioch, Streszczenia str. 176, Lublin 2005

V.152. Kopera M., Jagoda K., Hołowiecka A., Oczko-Wojciechowska M., Jarząb M., Fujarewicz K.,
Simek K., Hołowiecki J., Expression profile for myeloblastic leukomia: essay of selection of
conditions for microarray based analysis., Proc. Mikromacierze DNA w Biologii i Medycynie,
Gliwice, 2005.

V.153. Krämer-Marek G., Serpa C., Wideł M., Sochanik A., Śnietura M., Kuś P., Arnaut L., Ratuszna A.:
Photodynamic effect, cell death pathways and subcellular localisation of two liposome-
incorporated synthetic porphyrin derivatives. Materiały zjazdowe: Gliwickie Spotkania Naukowe,
2006

V.154. Krystek J., Zaborowski M.: Simulation research of the Follow-up Scheduling Algorithm. IX
Szkoła Komputerowego wspomagania projektowania, wytwarzania i eksploatacji Jurata 2005,
Wydawnictwo Garmond, Warszawa 2005, p.121-130.

V.155. Krystek J., Zaborowski M.,: Working of the Follow-up Scheduling Algorithm for periodically
operational production plans.  IX K.K. „Komputerowo Zintegrowane Zarządzanie”, Zakopane
2006, Oficyna Wydawnicza Polskiego Towarzystwa Zarządzania Produkcją, Opole 2006, vol 1,
pp.67-78.

V.156. Krystek J.: Cooperation of the Follow-up Scheduling Algorithm with Integrated Management
System IFS Applications 2003. X  Szkoła Komputerowego wspomagania projektowania,
wytwarzania i eksploatacji, Jurata 2006, WAT Warszawa 2006, pp. 83-90



212

V.157. Oczko-Wojciechowska M., Włoch J., Wiench M., Fujarewicz K., Simek K., Gubała E., Szpak S.,
Krawczyk A., Jarząb B., Profil ekspresji genów w raku rdzeniastym tarczycy: porównanie postaci
dziedzicznej i sporadycznej, Proc. Mikromacierze DNA w Biologii i Medycynie, Gliwice, 2005.

V.158. Palus H., Colour problems in digital image processing, Materiały Konferencyjne V Sympozjum
Naukowego „Techniki Przetwarzania Obrazu”, Serock, 2006, pp.251-262.

V.159. Petrulewicz-Salamon I, Jarosz-Chobot P, Polanska J, Otto-Buczkowska E: Limited joint mobility
(LJM) in type 1 diabetes mellitus: epidemiology and risk factors. Łódź 2006

V.160. Polanska J., A.Polanski, D.Borys: Bayesian network model for cause-effect relations implied by
gene expression profiles. XI Krajowa Konferencja Zastosowań Matematyki w Biologii i
Medycynie, 21 – 24.09.2005, Zawoja

V.161. Polanska J., D.Borys, K.Psiuk, B.Jarzab, M.Jarząb, A.Polanski: The application of Bayesian
networks to the DNA microarray comparative analysis.  DNA. Konferencja Naukowa:
Mikromacierze DNA w Biologii i Medycynie. Gliwice 21-22.01.2005, 15-U, str.75.

V.162. Polanska J.: Bayesian networks approach to cause-effect relationships, International Workshop:
Functional genomics: tools and applications, Gliwice 1-2 July 2005.

V.163. Polańska J., A. Polański, D. Borys, Bayesian Network Model for Cause – Effect Relations Implied
by Gene Expression Profiles, Materiały XI Krajowej Konferencji KKZMBM Zastosowań
Matematyki w Biologii I Medycynie, Zawoja 2005, str. 55-61.

V.164. Polanska J, Puszynski K, Polanski A: Transcriptional dynamics analysis by Gaussian mixture
decomposition, XII Krajowa Konferencja Zastosowań Matematyki w Biologii i Medycynie.
Koninki 26-29.09.2006, pp.93-98

V.165. Primke T.: A Two-steps Scheduling Algorithm. Materiały IX Konferencji „Komputerowo
Zintegrowane Zarządzanie”, Zakopane 2006, Oficyna Wydawnicza Polskiego Towarzystwa
Zarządzania Produkcją Tom II, Opole 2006, pp. 415-423

V.166. Puszyński K.: Using clustering methods for joinzation cells data analysis, Materiały konferencyjne
XIV Krajowej Konferencji Naukowej Biocybernetyka i Inżynieria Biomedyczna KBIB'05, 2005,
pp.1062-1067,

V.167. Rzeszowska-Wolny J., R.Herok, J.Polańska: Normalization techniques and Gaussian mixture
decomposition for the analysis of dynamics of gene expression profiles. Konferencja Naukowa:
Mikromacierze DNA w Biologii i Medycynie. Gliwice 21-22.01.2005, 8-U, p.61

V.168. Sileikis W.: Web application for designing conical compression springs. In „Komputerowe
Wspomaganie Projektowania, Wytwarzania i Eksploatacji”, Jurata 2005, pp. 237-244

V.169. Sileikis W.: Helical torsion springs design. In „Komputerowe wspomaganie projektowania,
wytwarzania i eksploatacji”, Jurata 2006, pp. 237-244 .

V.170. Śmieja J., What mathematical modelling can help with in analysis of signalling pathways?
Materiały X Gliwickich Spotkań Naukowych, Gliwice, 2006.

V.171. Smieja J.: Deterministic approach to mathematical modelling of signaling pathways, Proc of 11
Natl Conf. Application of Mathematics in Biology and Medicine, Koninki, 2006, pp. 99-105.

V.172. Smołka B., Indeka L.: On the adaptive impulsive noise removal in digital color images, Materiały
VI Krajowej Konferencji: Inżynieria Wiedzy i Systemy Ekspertowe, Wrocław 2006, pp. 297-304.

V.173. Świerniak A., D’Onofrio A., Gandolfi A.: Antiangiogenic therapy as a control problem, Mat. 14
Krajowej Konferencji Biocybernetyka i Inżynieria Biomedyczna, t.2, 2005, pp.585-590.

V.174. Świerniak A., Smieja J., Ledzewicz U., Schattler H.: Drug resistance and phase specificity of
cancer chemotherapy-finite versus infinite dimensional models, Proc. of 11 Natl Conf. Application
of Mathematics in Biology and Medicine, Zawoja, 2005, pp.73-79.

V.175. Swierniak A.: Control problems arising in combined antiangiogenic therapy and radiotherapy.
Proc. KKZMwBiM, Koninki 2006, pp.105-110.

V.176. Swierniak A.: Positive feedbacks in modes of aging. Referat na sesji jubileuszowej, Gliwice, lipiec
2006.

V.177. Szołtysek K., Łanuszewska J., Widłak P., Fujarewicz K., Śmieja J., Kimmel M., NFkB signaling
pathway circuits – modeling of intractions with P53 signaling pathway, Proc. X Gliwice Scientific
Meetings, 2006, pp. 57.

V.178. Szurko A., Sochanik A., Widel M., Snietura M, Hajdas J,  Ratusza A.: Intracellular localisation
and phototoxic activity of liposome entrapted amino acid porphyrin derivatives; studies on human
malignant melanoma. Materiały zjazdowe: Gliwickie Spotkania Naukowe, 2006

V.179. Szurko A., Sochanik A., Widel M., Lubecka B., Cichon T., Kus P., Kramer-Marek G., Pasewicz
A., Ratuszna A: „Experimental photodynamic therapy in mouse tumour model with liposome
entraped TPYR-PP”, Materiały zjazdowe II International Symposium on Medical Physics, Ustroń
2006



213

V.180. Szurko A., Widel M, Sochanik A., Montforts F-P., Kozielec A., Ratuszna A. Preliminary studies
of new synthetic chlorin-type antitumor photosensitizer, Materiały zjazdowe: Gliwickie Spotkania
Naukowe, 2006

V.181. Wideł M., Gdowicz-Kłosok A. , Kłosok M. , Wideł M. S. , Kryj M. , Wydmański A. , Oliński R.,
Rzeszowska-Wolny J.: Polymorphism of XPD312 gene in colorectal cancer patients influences a
repair capacity of oxidative DNA damage. Materiały zjazdowe Gliwickie Spotkania Naukowe,
Abstrakt.

V.182. Wideł M., Gdowicz-Kłosok A., Kłosok M., Wideł M.S., Kryj M., Wydmański A., Oliński R.,
Rzeszowska-Wolny J.: Polymorphism of XPD312 gene in colorectal cancer patients influences a
repair capacity of oxidative DNA damage, Materiały zjazdowe: Gliwickie Spotkania Naukowe,
2006

Others
V.183. Ledzewicz U., Swierniak A. /Eds/: Mathematical Bioscience and Engineering, Special Issue:

Dynamics and Control of Biomedical Systems, 2005.
V.184. Wojciechowski K., Smolka B., Palus H. et al. /Eds./, Computer Vision and Graphics, Springer,

Dordrecht, 2006.



214

Biographical sketches

MARIAN BŁACHUTA

Control Theory, Control Systems Design
E-mail: Marian.Blachuta@polsl.pl

Marian Błachuta received the M.Sc. degree in Electrical Engineering from the Faculty of Electrical
Engineering, Academy of Mining and Metallurgy, Cracow, Poland in 1973, and Ph.D. degree from the
Faculty of Automatic Control, Electronics and Computer Science of the Silesian University of
Technology in 1981. In 1999 he received  the D.Sc degree for his contributions to discrete-time control of
continuous-time systems.

Dr Błachuta authored and co-authored about 60 scientific papers and several text-books. His main
research interests are concentrated on sampled-data control and new algorithms for robust control of both
linear and nonlinear systems with not exactly known parameters and disturbances. Possible application
areas include aircraft and induction motor control. Currently, he teaches CACSD and heads the Control
Lab. In recognition of his professional standing he has been elected by IEEE to the grade of Senior
Member.

ZDZISŁAW DUDA

Control theory, optimization methods, estimation theory, biomedical modelling and
control
E-mail: Zdzislaw.Duda@polsl.pl

Zdzisław Duda received M.Sc., Ph.D. and D.Sc. (habilitation) degrees in control engineering respectively
in 1977, 1986 and 1998 from the Faculty of Automatic  Control, Electronics and Computer Science of the
Silesian University of Technology in Gliwice. He is an author or co-author of about 60 papers in
international and Polish journals and conference Proceedings.His current activities include teaching and
research in the areas of control theory, estimation theory and optimization techniques. His main research
interests are concentrated on stochastic control problems in large scale systems and application methods
in biomedical problems related to a cancer chemiotherapy.

JAROSŁAW FIGWER

System identification, active noise control, digital signal processing
E-mail: Jaroslaw.Figwer@polsl.pl

Jarosław Figwer was born in Oświęcim, Poland, in 1962. He received the M.Sc. in electronics in 1986,
the Ph.D. (1992) and D. Sc. (2000) (habilitation) degrees in control engineering from The Faculty of
Automation, Electronics and Computer Science of The Silesian University of Technology in Gliwice. He
is currently Associate Professor of control engineering at The Institute of Automatic Control of the
Silesian University of Technology.



215

He authored and co-authored 5 books, 9 chapters in books and about 70 research papers. His
research interests are in digital signal processing, system identification, adaptive control, random process
synthesis, discrete Fourier transform, active noise control, chaos theory, random number generation and
cryptography.

JERZY FRĄCZEK
Industrial measurements, explosionproof apparatus
E-mail: Jerzy.Fraczek@polsl.pl

Jerzy Frączek graduated from the Silesian University of Technology in the field of Electrical Engineering
in 1961. He received his Ph.D. in 1971 and D.Sc. (habilitation) in 1981, both in intrinsic safety, from the
Faculty of Automatic Control, Electronics and Computer Science, Silesian University of Technology in
Gliwice, Poland. He is currently full and titular professor of industrial measurements at the Institute of
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His research interest concern: discrete-time systems, optimal control, optimisation, mutual relations
between available information and quality of control, stochastic optimal control and its connection with
estimation, large scale systems, adaptive systems, sliding mode control, control system design:
continuous- and discrete-time, single- and multivariable.

He is the member of American Mathematical Society and the Committee on Large Scale Systems of
International Federation of Automatic Control (IFAC), as well as the member of editorial board of
Archives of Control Sciences. In the period 1985-1999 he was also a member of IFAC Committees: on
Theory, of Robust Control and of Adaptive Control and Signal Processing. As reviewer he collaborates
with such journals as Mathematical Review, Zentralblatt für Mathematik, IEEE Transactions on
Automatic Control, Automatica etc.



216

JERZY KASPRZYK
System identification, programmable controllers, computer controlled systems
E-mail: Jerzy.Kasprzyk@polsl.pl

Jerzy Kasprzyk received the M.Sc. (1976), the Ph.D. (1986) and his D.Sc. (habilitation) (2007) degrees in
control engineering from the Faculty of Automation, Electronics and Computer Science of Silesian
University of Technology in Gliwice, Poland. He is currently Assistant Professor of control engineering
at the Institute of Automatic Control of the Silesian University of Technology.

He authored and co-authored 8 books, 8 chapters in books and about 40 research papers in
international and Polish journals and conference Proceedings. His current activities include teaching and
research in the areas of system identification (especially computer aided system identification),
programmable controllers (especially IEC 61131-3 Standard), active noise control, computer controlled
systems. He is one of the authors of MULTI-EDIP, the system for computer aided process identification.

MAREK KIMMEL

Population Dynamics, Branching Processes, Mathematics of DNA
 E-mail: Kimmel@rice.edu

Marek Kimmel received his M.Sc., Ph.D. degrees in control engineering from the Department of
Automatic Control, Technical University of Silesia in Gliwice, Poland, in 1977, 1980 respectively.  D.Sc.
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research focuses on probabilistic modeling and statistical analysis in biosciences. He is particularly
interested in applications of his work in cell and molecular biology, cancer research and population
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His major current interest is controllability theory for linear and nonlinear dynamical systems, and
in particular controllability of distributed parameter systems, dynamical systems with delays, and
multidimensional discrete systems.

MIECZYSŁAW METZGER

Industrial automation, industrial informatics, industrial biotechnology.
E-mail: Mieczyslaw.Metzger@polsl.pl

Mieczyslaw Metzger received his M.Sc degree in industrial automation from the Silesian University of
Technology Gliwice, Poland in 1971. In 1978 he received his Ph.D and the D.Sc. (habilitation) in 1989 in
modelling, simulation and control of industrial processes. He is currently a titular professor at the Silesian
University of Technology and from 1992 V-ce Director for Research of the Institute of Automatic Control
at the University.

He is an author or co-author of about 140 research papers in international and Polish journals as well
as conference proceedings and 11 paper books for students. Some of papers published in journals
"Simulation", “Simulation – Practice and Theory”, "Control-Theory and Advanced Technology", "Water
Science and Technology", "Systems Analysis, Modelling and Simulation", "Chemical Engineering and
Processing", “Archives of Control Sciences”, “Control and Cybernetics”. He is author of the book:
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Control. He served for many years as consultant on control and identification problems to the  chemical
and coal industry.
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the Polish Academy of Sciences (2006), and Rector of the Silesian University of Technology. M.
Pawełczyk served as a member of nine Scientific Committees of several international conferences and
congresses, and organizer of ten structured sessions. He is also a member of the Editorial Board of the
International Journal of Acoustics and Vibration, and Associate Editor of the Journal of Advances in
Acoustics and Vibration. He is a member of several scientific societies, like EAA, IFAC, PTA, and
Internationalsar. He is currently the Chair of the Local Organizing Committee of the 16th International
Congress on Sound and Vibration.

JOANNA RZESZOWSKA-WOLNY
Signal transduction, DNA mechanism
E-mail: jrzeszowskawolny@yahoo.com

Joanna Rzeszowska – Wolny, PhD, Professor, is an absolvent of the Faculty of Physics at the Warsaw
University. All her scientific carrier has been bound to the Centre of Oncology in Gliwice and during last
years also to the Silesian University of Technology. She is specialist in biochemistry, medical sciences,
molecular genetics and genomics. Her scientific interest concerns the information stored in living
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