
manufacturing processes - 

overview 
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 T. Gutowski 

Part 1:mechanisms of geometry formation 
Part 2:performance (cost, variation, energy, rate) 



Components of Cost 

Ostwald 

Direct 

costs: “touch” 

labor, direct  

materials 

& tooling 

Indirect 

costs: common 

activities that 

support many 

products 



We will focus on ∆Cost: 

Direct Recurring Costs (Variable C = VN): 

•Material 

•Labor 

•Equipment (rental) 

Direct Non-recurring costs (Fixed C = F): 

•Tooling, special equipment.. 

 

Indirect Costs 

•Plant level costs including indirect labor 

•Sales, general and administrative expenses 

•Profit 



Unit cost: C/N =F/N + V 

QuickTime™ and a
 decompressor

are needed to see this picture.

Serial processes take 
longer, larger variable costs 
Specialty mat’l add to variable 
costs 

Parallel processes require tooling, 
larger fixed costs, but short cycle time 



But, Indirect costs.. 

• Become more important for higher 

levels of automation, 

• Become more difficult to allocate as the 

number of products and variation grows. 

• Use “Activity Based Costing” and other 

tools 



 System H; (2,000/35,000) 

System 2; 

(20/1,500) 

System 3; (200/ 10,600) 
Part Types/ Total Produced 



Parametric models 

• DFM and DFA: Boothroyd, Dewhurst & Knight 

 

• Software - 

 

• On-line 
– http://www.custompartnet.com/wu/die-casting 

• Quotes- 

• Parametric Models; Ostwald, Polgar 

http://www.custompartnet.com/wu/die-casting
http://www.custompartnet.com/wu/die-casting
http://www.custompartnet.com/wu/die-casting
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Kalpakjian & Schmid 



Kalpakjian and Schmid 7th ed 

Process Variation: Empirical 



What is Process Variation? 
Process measurement reveals a distribution in output 

values. 
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Discrete probability 
distribution based upon 
measurements 

Continuous “Normal” 
distribution 

In general if the randomness is due to many different factors,  
the distribution of the means will tend toward a “normal” 
distribution. (Central Limit Theorem) 



If the dimension “X” is a random variable, the mean is given by 

  

  m = E(X)   (1) 

 

and the variation is given by  

 

  Var(x) = E[(x - m)2] = 2 (2) 

 
both of these can be obtained from the probability density function p(x). 

 
For a discrete pdf, the expectation operation is: 

 

     (3) 

 

 

 

  

E(X)  xi
i
 p(xi)
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Sample calculation of E(x) = m, and Var(x) = 2 



Comparing the variation with 

the specifications 

Goals: 6  <   (USL-LSL) 

and mean centered 

out of spec 

parts 
out of spec 

parts 



If UCL-LCL = 6 

and the process mean 

is in the center, then 

The out of compliance 

parts are given by 

2(0.500-(3)) = 

2(0.500-0.4987) = 

0.0026 or 0.26% or 2600ppm 



Some propose a process capability index Cp that 

compares the tolerance interval USL-LSL vs the 

process variation 6.  

6

LSLUSL
Cp




Upper 
Specification 
Limit 

Lower 
Specification 
Limit 

Target 

Cp % out ppm 

⅔ 4.55 45,500 

1 0.26 2600 

1 ⅓ .0063 63 



10/100,000 = 100 ppm 

How big is 2600ppm? 



Mean drift 

Mean on target, but  

large variation due to 

many random effects 

Mean drift has 

assignable cause, 

tight grouping 

means small variation 



Examples of mean drift in processing 

• Cutting tool wears gradually 

• Temperature in the room (and the work 

piece) changes gradually 

• Machine adjusts as it is warming up 

• New batch of materials have slightly 

different properties 

But each of these can be controlled… 



Observing changes in the mean 

and variance 

• Use Statistical Process Control and Process 

Control Charts 

• Kalpakjian & Schmid: section 36.8 

• Handout by Hogg, and Ledolter 



Measurement 

• Statistical Process Control 

Lower Control 
Limit 

Sampling period 

Upper Control 
Limit 

Centerline 

Process 

“Shewhart Control Charts” 



Histogram for CNC Turning 

From Dave Hardt 



Schematic representation 

of how the distribution 

of a measurement may 

change with time 

D. Hardt 

Kalpakjian & Schmid 

Better to label as 

UCL instead of USL 



Statistical Control Methods 

Strategy: 
 
1. Determine Centerline, UCL, and LCL

 (from past data sampling when process is 

under control) 

2. Monitor stability of process 

3. Data outside of UCL/LCL indicates mean 

shift 

4. Investigate and eliminate causes of shift 



Statistical Control Methods 

Factors that determine the appropriate

 sampling frequency: 

– Stability of process  

– Potential loss 

– Cost of sampling inspection 



“x-bar charts” 
Mean of the means 

•   Mean 
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Where, n  =  sample size 

 k  =  number of samples 

 A2  =  constant from Table C.1 

 R = defined next slide 
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“R-charts” Range = high - low 
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Where, n  =  sample size 

 k  =  number of samples 

 D3 , D4  =  constants from Table C.1 

•   Standard Deviation can be estimated from R 

),,min(),,max( 11 nn xxxxR  



Estimate of standard deviation from range 

ref. P. Lyonnet 





What causes variation in dimensions? 

• Machine variation 

– e.g. bearing compression, thermal expansion, tool 

wear.. 

• Material variation 

– e.g.from supplier, during process 

• Operator variation 

– Jim instead of Joe, or Alice instead of Mary 

• Method variation 

– Mary always does it this way… 



Process variation/tolerance 

What are the 

most important 

variables? 



Process variation/tolerance 

elevated temperature 

machining 



Process variation 

size 

temperature 

other materials? 



e.g.Thermal expansion 

  LT
change in 

dimension 

coef. of 

thermal 

expansion 

length of 

sample 

change in 

temperature 



Random variables 

E()  E()E(L)E(T )

If the variables are independent: 
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..and the variation is small: 

Ref: Lipschutz 



Properties of the Expectation  

 
1. If Y = aX + b;  

 

 where Y, X are random variables; a, b are constants, 

 

 E(Y) = aE(X) + b     (4) 

 

2.  If X1,…Xn are random variables,  

 

 E(X1 + … + Xn) = E(X1) +…+ E(Xn)  (5) 

 

 



Properties of the Variance 
 

1. For a and b constants,  

 

  Var(aX + b) = a2Var(X)   (6) 

 

2. If X1,…..Xn are independent random variables 

 

 Var(X1+…+ Xn) = Var(X1)+ Var(X2)+  + Var(Xn)   

 

        (7) 
 

 



q 

y 

x 

Propagation of errors approach 
• examples 

 
– Abbe error: y ≈ q x   

 

– thermal expansion: L = L  T 

 

 

– Mean E(y) = E(q) E(x), if independent, but 

– Var (y) = ? 

– Linearize for small values of x, q 

L 



Propagation of errors y =q·x 
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This gives… 

• this result is called “quadrature”,  

 in general, if y=qx, with q, x independent 

random variables with small variation, 

then 

  with Var (x) = x
2 
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A more general results is… 

• for any relationship like  y=zxb, with z, x 

independent random variables with 

small variation, then 
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Hence for Thermal Expansion… 

E()  E()E(L)E(T )

If the variables are independent: 
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..and the variation is small: 



Energy intensity of Mfg Processes 

1. Machining  

2. Grinding 

3. Casting 

4. Injection Molding 

5. Abrasive Waterjet 

6. EDM 

7. Laser DMD 

8. CVD 

9. Sputtering 

10. Thermal Oxidation 

Electricity requirements for  

manufacturing processes 

MJ electricity/kg processed    



Energy Requirements at the Machine 

Tool 

Jog (x/y/z) (6.6%)

Machining (65.8%)

Computer and Fans (5.9%)

Load

Constant 

(run time) 

(20.2%)

Variable 

(65.8%)

Tool Change (3.3%)

Spindle (9.9%)

Constant 

(startup) 

(13.2%)

Carousel (0.4%)

Unloaded Motors (2.0%)

Spindle Key (2.0%)

Coolant Pump (2.0%)

Servos (1.3%)

Jog (x/y/z) (6.6%)

Machining (65.8%)

Computer and Fans (5.9%)

Load

Constant 

(run time) 

(20.2%)

Variable 

(65.8%)

Tool Change (3.3%)

Spindle (9.9%)

Constant 

(startup) 

(13.2%)

Carousel (0.4%)

Unloaded Motors (2.0%)

Spindle Key (2.0%)

Coolant Pump (2.0%)

Servos (1.3%)

Production Machining Center Automated Milling Machine 

From  Toyota 1999, and Kordonowy 2002. 



Electric Energy Intensity for 

Manufacturing Processes 
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Injection Molding Machines 
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HP 52

HP 05

HP 06

HP 57

HP 001

Low Enthalpy -  Raise Resin to Inj. Temp - PVC

High Enthalpy - Raise Resin to Inj. Temp - HDPE

Variable Pump Hydraulic Injection Molding Machines.

Does not account for the electric grid.  
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Thermal Oxidation, SiO2 

Ref: Murphy et al 

 es&t 2003 



Power Requirements 

Ref: Murphy et al 

 es&t 2003 



Injection Molding 10.76 - 71.40 3.76 - 50.45
of polymer 

processed 
1.75E+03 - 3.41E+03 [Thiriez 2006]

Machining 2.80 - 194.80 0.35 - 20.00
of material 

removed
3.50E+03 - 1.87E+05

[Dahmus 2004], [Morrow, Qi & 

Skerlos 2004] & [Time 

Estimation Booklet 1996] 

Finish Machining
of material 

removed

[Morrow, Qi & Skerlos 2004] & 

[Time Estimation Booklet 

1996] 

CVD 14.78 - 25.00 6.54E-05 - 3.24E-03

of material 

deposited on 

wafer area

4.63E+06 - 2.44E+08

[Murphy et al. 2003], [Wolf & 

Tauber 1986, p.170], [Novellus 

Concept One 1995b] & 

[Krishnan Communication 

2005]

Sputtering 5.04 - 19.50 1.05E-05 - 6.70E-04

of material 

deposited on 

wafer area

7.52E+06 - 6.45E+08
[Wolf & Tauber 1986] & 

[Holland Interview] 

Grinding 7.50 - 0.03 1.66E-02 - 2.85E-02
of material 

removed
6.92E+04 - 3.08E+05

[Baniszewski 2005] & 

[Chryssolouris 1991]

Waterjet 8.16 - 16.00 5.15E-03 - 8.01E-02
of material 

removed
2.06E+05 - 3.66E+06 [Kurd 2004]

Wire EDM 6.60 - 14.25 2.23E-03 - 2.71E-03
of material 

removed
2.44E+06 - 6.39E+06

 [Sodick], [Kalpakjian & 

Schmid 2001], & [AccuteX 

2005]

Drill EDM
of material 

removed

[King Edm 2005] & 

[McGeough, J.A. 1988]

Laser DMD
of material 

removed
[Morrow, Qi & Skerlos 2004]

Thermal Oxidation 21.00 - 48.00 4.36E-07 - 8.18E-07

of material 

deposited on 

wafer area

2.57E+10 - 1.10E+11 [Murphy et al. 2003]

Process Name References
Power Required

kW

Electricity Required 

J/cm
3

9.59 2.05E-03 4.68E+06

Process Rate 

cm
3
/s

2.63 1.70E-07 1.54E+10

80.00 1.28E-03 6.24E+07



In General, over many 

manufacturing processes, 



Typical Material Removal 

Rate 
10-4 10-3 10-2 10-1 1 10 102 

EBM1 EDM1,2 

Grinding3 

Machining 

Creep Feed2 
Grinding 

LASER3 

Chem. Milling2 

[cm3/sec] 

25A, 6um RMS1 

Rough milling 
of Al > 35hp 

1m X 1m area Note: 1cm3/sec = 3.67 in3/min 

* References: 1. Advanced Methods of Machining, J.A.McGeough, Chapman and Hall, 1988 

                      2. Manufacturing Engineering and Technology, S. Kalpakjian, Addison-Wesley, 1992 

                      3. Laser Machining, G. Chryssolouris, Springer-Verlag, 1991 
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QuickTime™ and a
 decompressor

are needed to see this picture.



Why the two different 

distributions at Sony? 

20% Likelihood set will 
be returned 



Extra slides 



Cost of Energy in Machining 

Ref. Anderberg, Kara, Beno  



The out of specification parts are 2(0.5-(2)) 

= 2(0.5 -0.4772) = 0.0456 or 4.56% 

Upper 
Specification 
Limit 

Lower 
Specification 
Limit 

Target 

Case 1 



In general the mean and the target do not have 

to line up. In this case the Cp is misleading. A 

better question is, how many parts are out of 

spec? 

Upper 
Specification 
Limit 

Lower 
Specification 
Limit 

Target 

0.135% 

13.6 

+2.1 

+0.135 

15.835 

+0.135 

15.97 

Case 2 



In this case an alternative process capability can be 

used called the Cpk 



mm

3

),min( LSLUSL
Cpk




Upper 
Specificati
on Limit 

Lower 
Specification 
Limit 

Target 



Comparison 

Case 1 (m on target) 

Cp = 4/6 = 2/3 

 

Cpk = 

Min(2/3,2/3)=2/3 

 

Out of Spec = 4.55% 

Case 2 (m drift) 

Cp = 4/6 = 2/3 

 

Cpk = 

Min(1/3,3/3)=1/3 

 

Out of Spec = 

15.835% 



“Tolerance Stack up”, really about variance, 

 

 

recall that 

E(X1 + … + Xn) = E(X1) +…+ E(Xn) 

but how about 

Var(X1 +…+ Xn) = ?   

 

X1 Xn 



If X1 and X2 are random variables and not necessarily 

independent, then 

 

   Var(X1 + X2) = Var(X1) + Var(X2) + 2Cov(X1Y)    (8) 

 

 

this can be written using the standard deviation “”, and the 

correlation “r” as    

     

        

 

          (9) 

 

 

  where  L = X1 + X2    
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If X1 and X2 are correlated (r = 1), then 

 

       (14) 

 

 
for X1 = X2 = X0 

 

       (15) 

 

 

for N       (16) 

 

or       (17) 
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Now, if X1 and X2 are uncorrelated (r = 0) we get the result as in 

eq’n (7) or, 

 

        (10) 

       

 

and for N         (11) 

     

 

 

If X1=X =Xo        (12) 

 

 
Or        (13) 
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“Tolerance Stack-up” 

As the number of variables grow so does the variation 
in the system; but when normalized… 

         correlated 

 

     uncorrelated 

 

 

 

Where L = NLo 

 

 L

L


N 0

NL0


 0

NL0

 L

L

N 0

NL0


 0
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