Preface

This book contains material developed for use in the interdisciplinary courses on product
development that we teach. Participants in these courses include graduate students in
engineering, industrial design students, and MBA students. While we aimed the book at in-
terdisciplinary graduate-level audiences such as this, many faculty teaching graduate and
undergraduate courses in engineering design have also found the material useful. Product
Design and Development is also for practicing professionals. Indeed, we could not avoid
writing for a professional andience because most of our students are themselves profes-
sionals who have worked either in product development or in closely related functions.

This book blends the perspectives of marketing, design, and manufacturing into a
single approach to product development. As a result, we provide students of all kinds with
an appreciation for the realities of industrial practice and for the complex and essential
roles played by the various members of product development teams. For industrial prac-
titioners, in particular, we provide a set of product development methods that can be put
into immediate practice on development projects.

A debate currently rages in the academic community as to whether design should be
taught primarily by establishing a foundation of theory or by engaging students in loosely
supervised practice. For the broader activity of product design and development, we reject
both approaches when taken to their extremes. Theory without practice is ineffective be-
cause there are many nuances, exceptions, and subtleties to be learned in practical settings
and because some necessary tasks simply lack sufficient theoretical underpinnings. Prac-
tice without guidance can too easily result in frustration and fails to exploit the knowledge
that successful product development professionals and researchers have accumulated over
time. Product development, in this respect, is like sailing: proficiency is gained through
practice, but some theory of how sails work and some instruction in the mechanics (and
even tricks) of operating the boat help tremendously.

We attempt to strike a balance between theory and practice through our emphasis on
methods. The methods we present are typically step-by-step procedures for completing
tasks, but rarely embody a clean and concise theory. In some cases, the methods are sup-
ported in part by a long tradition of research and practice, as in the chapter on product
development economics. In other cases, the methods are a distillation of relatively recent
and ad hoc techniques, as in the chapter on design for manufacturing. In all cases, the
methods provide a concrete approach to solving a product development problem. In our
experience, product development is best learned by applying structured methods to ongo-
ing project work in either industrial or academic settings. Therefore, we intend this book
to be used as a guide to completing development tasks either in the context of a course
project or in industrial practice.

An industrial example or case study illustrates every method in the book. We chose
to use different products as the examples for each chapter rather than carrying the same
example through the entire book. We provide this variety because we think it makes the
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book more interesting and because we hope to illustrate that the methods can be applied
to a wide range of products, from bowling equipment to syringes.

We designed the book to be extremely modular-—it consists of 16 independent chap-
ters. Each chapter presents a development method for a specific portion of the product
development process. The primary benefit of the modular approach is that each chapter
can be used independently of the rest of the book. This way, faculty, students, and practi-
tioners can easily access only the material they find most useful.

This fourth edition of the book includes revisions throughout the book, updated ex-
amples and data, expanded explanations, and new insights from recent research and in-
novations in practice.

To supplement this textbook, we have developed a web site on the Internet. This is
intended to be a resource for instructors, students, and practitioners. We will keep the site
current with additional references, examples, and links to available resources related to
the product development topics in each chapter, Please make use of this information via
the Internet at www.ulrich-eppinger.net.

The application of structured methods to product development also facilitates the study
and improvement of development processes. We hope, in fact, that readers will use the
ideas in this book as seeds for the creation of their own development methods, uniquely
suited to their personalities, talents, and company environments. We encourage readers
to share their experiences with us and to provide suggestions for improving this material.
Please write to us with your ideas and comments at ulrich@wharton.upenn.edu and
eppinger@mit.edu.
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Clockwise from fop left: Photo by Stuart Coben; Copyright 2002 Hewlett-Packard Company. Reproduced with permission;
Courtesy of Beeing; Courtesy of Volkswagen of America; Courtesy of Rollerblade, inc.

EXHIBIT 1-1

Examples of engineered, discrete, physical products (clockwise from top left): Stanley Tools
Jobmaster Screwdriver, Hewlett-Packard DeskJet Printer, Boeing 777 Airplane, Volkswagen New
Beetle, and Rollerblade In-Line Skate,
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2  Chapter 1

The economic success of most firms depends on their ability to identify the needs of
customers and to quickly create products that meet these needs and can be produced at
low cost. Achieving these goals is not solely a marketing problem, nor is it solely a design
problem or a manufacturing problem; it is a product development problem involving all
of these functions. This book provides a collection of methods intended to enhance the
abilities of cross-functional teams to work together to develop products.

A product is something sold by an enterprise to its customers. Product development
is the set of activities beginning with the perception of a market opportunity and ending
in the production, sale, and delivery of a product. Although much of the material in this
book is useful in the development of any product, we explicitly focus on products that
are engineered, discrete, and physical. Exhibit 1-1 displays several examples of products
from this category. Because we focus on engineered products, the book applies better to
the development of power tools and computer peripherals than to magazines or sweaters,
Our focus on discrete goods makes the book less applicable to the development of prod-
ucts such as gasoline, nylon, and paper. Because of the focus on physical products, we do
not emphasize the specific issues involved in developing services ot software. Even with
these restrictions, the methods presented apply well to a broad range of products, includ-
ing, for example, consumer electronics, sports equipment, scientific instruments, machine
tools, and medical devices.

The goal of this book is to present in a clear and detailed way a set of product devel-
opment methods aimed at bringing together the marketing, design, and manufacturing
functions of the enterprise. In this introductory chapter we describe some aspects of the
industrial practice of product development and provide a roadmap of the book.

Characteristics of Successful Product Development

From the perspective of the investors in a for-profit enterprise, successful product devel-
opment results in products that can be produced and sold profitably, yet profitability is
often difficult to assess quickly and directly. Five more specific dimensions, all of which
ultimately relate to profit, are commonly used to assess the performance of a product de-
velopment effort:

s Product quality: How good is the product resulting from the development effort? Does
it satisfy customer needs? Is it robust and reliable? Product quality is ultimately
reflected in market share and the price that customers are willing to pay.

» Product cost: What is the manufacturing cost of the product? This cost includes spend-
ing on capital equipment and tooling as well as the incremental cost of producing each
unit of the product. Product cost determines how much profit accrues to the firm for a
particular sales volume and a particular sales price.

» Development time: How quickly did the team complete the product development ef-
fort? Development time determines how responsive the firm can be to competitive
forces and to technological developments, as well as how quickly the firm receives the
economic returns from the team’s efforts.

s Development cost: How much did the firm have to spend to develop the product? De-
velopment cost is usually a significant fraction of the investment required to achieve
the profits.
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« Development capability: Are the team and the firm better able to develop future prod-
ucts as a result of their experience with a product development project? Development
capability is an asset the firm can use to develop products more effectively and eco-
nomically in the future,

High performance along these five dimensions should ultimately lead to economic
success; however, other performance criteria are also important, These criteria arise from
interests of other stakeholders in the enterprise, including the members of the develop-
ment team, other employees, and the community in which the product is manufactured.
Members of the development team may be interested in creating an inherently exciting
product. Members of the community in which the product is manufactured may be con-
cerned about the degree to which the product creates jobs. Both production workers and
users of the product hold the development team accountable to high safety standards,
whether or not these standards can be justified on the strict basis of profitability. Other
individuals, who may have no direct connection to the firm or the product, may demand
that the product make ecologically sound use of resources and create minimal dangerous
waste products,

Who Designs and Develops Products?

Product development is an interdisciplinary activity requiring contributions from nearly
all the functions of a firm; however, three functions are almost always central to a product
development project:

« Marketing: The marketing function mediates the interactions between the firm and its
customers. Marketing often facilitates the identification of product opportunities, the
definition of market segments, and the identification of customer needs. Marketing
also typically arranges for communication between the firm and its customers, sets
target prices, and oversees the launch and promotion of the product.

* Design: The design function plays the lead role in defining the physical form of the
product to best meet customer needs. In this context, the design function includes en-
gineering design (mechanical, electrical, software, etc.) and industrial design (aesthet-
ics, ergonomics, user interfaces).

»  Manufacturing: The manufacturing function is primarily responsible for designing,
operating, and/or coordinating the production system in order to produce the product.
Broadly defined, the manufacturing function also often includes purchasing, distribution,
and installation. This collection of activities is sometimes called the supply chain.

Different individuals within these functions often have specific disciplinary training
in areas such as market research, mechanical engineering, electrical engineering, materi-
als science, or manufacturing operations. Several other functions, including finance and
sales, are frequently involved on a part-time basis in the development of a new product.
Beyond these broad functional categories, the specific composition of a development
team depends on the particular characteristics of the product.

Few products are developed by a single individual. The collection of individuals de-
veloping a product forms the project feam. This team usually has a single team leader,
who could be drawn from any of the functions of the firm. The team can be thought of as
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EXHIBIT 1-2 The composition of a product development team for an electromechanical product of modest
complexity.

consisting of a core team and an extended team. In order to work together effectively,
the core team usually remains small enough to meet in a conference room, while the ex-
tended team may consist of dozens, hundreds, or even thousands of other members. (Even
though the term feam is inappropriate for a group of thousands, the word is often used
in this context to emphasize that the group must work toward a common goal.) In most
cases, a team within the firm will be supported by individuals or teams at partner compa-
nies, suppliers, and consulting firms. Sometimes, as is the case for the development of a
new airplane, the number of external team members may be even greater than that of the
team within the company whose name will appear on the final product. The composition
of a team for the development of an electromechanical product of modest complexity is
shown in Exhibit 1-2.

Throughout this book we assume that the team is situated within a firm. In fact, a
for-profit manufacturing company is the most common institutional setting for product
development, but other settings are possible. Product development teams sometimes work
within consulting firms, universities, government agencies, and nonprofit organizations.
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Stanley Tools  Rollerblade Hewlett-Packard  Volkswagen

Jobmaster in-Line DeskJjet New Beetle  Boeing 777

Screwdriver Skate Printer Autoemobile Airplane
Annual 100,000 100,000 4 million 100,000 50
production units/year units/year units/year units/year units/year
volume
Sales lifetime 40 years 3 years 2 years 6 years 30 years
Sales price $6 $200 $130 $20,00C $200 million
Number of 3 parts 35 parts 200 parts 10,000 parts 130,000 parts
unique parts
{part numbers)
Deveiopment 1 year 2 years 1.5 years 3.5 years 4.5 years
time
Internal 3 people 5 people 100 peaple 800C people 4,800 people
development
team (peak size)
External 3 people 1C people 75 people 800 people 10,000 people
development
team (peak size)
Development $150,000 $750,000 $50 million $400 miilion $3 billion
cost
Production $150,000 $1 million $25 million $500 million %3 billion
investment

EXHIBIT 1-3  Attributes of five products and their associated development efforts. All figures are approximate,
based on publicly available information and company sources.

Duration and Cost of Product Development

Most people without experience in product development are astounded by how much time
and money are required to develop a new product. The reality is that very few products
can be developed in less than 1 year, many require 3 to 5 years, and some take as long
as 10 years. Exhibit 1-1 shows five engineered, discrete products. Exhibit 1-3 is a table
showing the approximate scale of the associated product development efforts along with
some distinguishing characteristics of the products,

The cost of product development is roughly proportional to the number of people on
the project team and to the duration of the project. In addition to expenses for develop-
ment effort, a firm will almost always have to make some investment in the tooling and
equipment required for production. This expense is often as large as the rest of the prod-
uct development budget; however, it is sometimes useful to think of these expenditures as
part of the fixed costs of production. For reference purposes, this production investment is
listed in Exhibit 1-3 along with the development expenditures.
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The Challenges of Product Development

Developing great products is hard. Few companies are highly successful more than half
the time. These odds present a significant challenge for a product development team.
Some of the characteristics that make product development challenging are:

Trade-offs: An airplane can be made lighter, but this action will probably increase
manufacturing cost. One of the most difficult aspects of product development is recog-
nizing, understanding, and managing such trade-offs in a way that maximizes the suc-
cess of the product.

Dynamics: Technologies improve, customer preferences evolve, competitors introduce
new products, and the macroeconomic environment shifts. Decision making in an en-
vironment of constant change is a formidable task.

Details: The choice between using screws or snap-fits on the enclosure of a computer
can have economic implications of millions of dollars. Developing a product of even
modest complexity may require thousands of such decisions.

Time pressure: Any one of these difficultics would be easily manageable by itself
given plenty of time, but product development decisions must usually be made quickly
and without complete information.

Economics: Developing, producing, and marketing a new product requires a large in-
vestment. To earn a reasonable return on this investment, the resulting product must be
both appealing to customers and relatively inexpensive to produce.

For many people, product development is interesting precisely because it is challeng-

ing. For others, several intrinsic attributes also contribute to its appeal:

Creation: The product development process begins with an idea and ends with the
production of a physical artifact. When viewed both in its entirety and at the level of
individual activities, the product development process is intensely creative.
Satisfaction of societal and individual needs: All products are aimed at satisfying
needs of some kind. Individuals interested in developing new products can almost
always find institutional settings in which they can develop products satisfying what
they consider to be important needs.

Team diversity: Successful development requires many different skills and talents. As
a result, development teams involve people with a wide range of different training, ex-
perience, perspectives, and personalities.

Team spirit: Product development teams are often highly motivated, cooperative
groups. The team members may be colocated so they can focus their collective energy
on creating the product. This situation can result in lasting camaraderie among team
members.

Approach of This Book

We focus on product development activities that benefit from the participation of all the
core functions of the firm. For our purposes, we define the core functions as market-
ing, design, and manufacturing. We expect that team members have competence in one or
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more specific disciplines such as mechanical engineering, electrical engineering, indus-
trial design, market research, or manufacturing operations. For this reason, we do not
discuss, for example, how to perform a stress analysis or to create a conjoint survey.
These are disciplinary skills we expect someone on the development team to possess. The
integrative methods in this book are intended to facilitate problem solving and decision
making among people with different disciplinary perspectives.

Structured Methods

The book consists of methods for completing development activities, The methods are struc-
tured, which means we generally provide a step-by-step approach and often provide templates
for the key information systems used by the team. We believe structured methods are valu-
able for three reasons: First, they make the decision process explicit, allowing everyone on
the tearn {0 understand the decision rationale and reducing the possibility of moving forward
with unsupported decisions. Second, by acting as “checklists” of the key steps in a develop-
ment activity they ensure that important issues are not forgotten, Third, structured methods
are largely self-documenting; in the process of executing the method, the team creates a
record of the decision-making process for future reference and for educating newcomers.

Although the methods are structured, they are not intended to be applied blindly. The
methods are a starting point for continuous improvement. Teams should adapt and modify
the approaches to meet their own needs and to reflect the unique character of their institu-
tional environment.

Industrial Examples

Each remaining chapter is built around an example drawn from industrial practice. The
major examples include the following: a line of bowling equipment, a digital copier, a
cordless screwdriver, a mountain bike suspension fork, a power nailer, a dose-metering
syringe, an electric scooter, a computer printer, a mobile telephone, an automobile engine,
a mobile robot, a seat belt system, a coffee-cup insulator, a digital photo printer, and a
microfilm cartridge. In most cases we use as examples the simplest products we have access
to that illustrate the important aspects of the methods. When a screwdriver illustrates an
idea as well as a jet engine, we use the screwdriver. However, every method in this book
has been used successfully in industrial practice by hundreds of people on both large and
small projects.

Although built around examples, the chapters are not intended to be historically accurate
case studies. We use the examples as a way to illustrate development methods, and in doing so
we recast some historical details in a way that improves the presentation of the material. We also
disguise much of the quantitative information in the examples, especially financial data.

Organizational Realities

We deliberately chose to present the methods with the assumption that the development
team operates in an organizational environment conducive to success. In reality, some or-
ganizations exhibit characteristics that lead to dysfunctional product development teams.
These characteristics include:

» Lack of empowerment of the team: General managers or functional managers may
engage in continual intervention in the details of a development project without a full
understanding of the basis for the team’s decisions.
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+ Functional allegiances transcending project goals: Representatives of marketing,
design, or manufacturing may influence decisions in order to increase the political
standing of themselves or their functions without regard for the overall success of the
product.

« Inadequate resources: A team may be unable to complete development tasks effec-
tively because of a lack of staff, a mismatch of skills, or a lack of money, equipment,
or tools.

o Lack of cross-functional representation on the project team: Key development deci-
sions may be made without involvement of marketing, design, manufacturing, or other
critical functions.

While most organizations exhibit one or more of these characteristics to some degree,
the significant presence of these problems can be so stifling that sound development
methods are rendered ineffective. While recognizing the importance of basic organiza-
tional issues, we assume, for clarity of explanation, that the development team operates in
an environment in which the most restrictive organizational barriers have been removed.

Roadmap of the Book

We divide the product development process into six phases, as shown in Exhibit 1-4.
(These phases are described in more detail in Chapter 2, Development Processes and
Organizations.) This book describes the concept development phase in its entirety and the
remaining phases less completely, because we do not provide methods for the more fo-
cused development activities that occur later in the process. Each of the remaining chap-
ters in this book can be read, understood, and applied independently.

+ Chapter 2, Development Processes and Organizations, presents a generic product
development process and shows how variants of this process are used in different in-
dustrial situations. The chapter also discusses the way individuals are organized into
groups in order to undertake product development projects.

» Chapter 3, Product Planning, presents a method for deciding which products to de-
velop. The output of this method is a mission statement for a particular project.

+ Chapters 4 through 8, Identifying Customer Needs, Product Specifications, Concept
Generation, Concept Selection, and Concept Testing, present the key activities of the
concept development phase. These methods guide a team from a mission statement
through a selected product concept.

+ Chapter 9, Product Architecture, discusses the implications of product architecture on
product change, product variety, component standardization, product performance,
manufacturing cost, and project management; it then presents a method for establish-
ing the architectare of a product.

+ Chapter 10, Industrial Design, discusses the role of the industrial designer and how
human interaction issues, including aesthetics and ergonomics, are treated in product
development.

+ Chapter 11, Design for Manufacturing, discusses techniques used to reduce manufac-
turing cost. These techniques are primarily applied during the system-level and detail-
design phases of the process.
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Phase 0 Phase 1 Phase 2 Phase 3 Phase 4 Phase 5
Planning Concept System-Level Detail Testing and Production
Development Basign Design Refinement Ramp-Up

I Chapter Z2: Development Processes and Organizations [

Chapter 3: Product
Planning
| Chapter 4: Identifying
Custorner Needs

[ Chapter 5: Product Specifications

Chapter 6: Concept :;
Generation B

l Chapter 7: Concept {
Seigction :

Chapter 8: Concept
Testing

| Chapter @ Product Architecture

| Chapter 10: Industrial Design

Chapter 11: Design for Manufacturing

! Chapter 12: Prototyping

E Chapter 14: Patents and Intellectual Property

| Chapter 15: Product Davelopment Economics

] Chapter 13: Robust Besign i

| Chapter 18: Managing Projects

EXHIBIT 1-4 The product development process. The diagram shows where each of the integrative methods
presented in the remaining chapters is most applicable.

* Chapter 12, Prototyping, presents a method to ensure that prototyping efforts, which
occur throughout the process, are applied effectively.

« Chapter 13, Robust Design, explains methods for choosing values of design variables
to ensure reliable and consistent performance.

+ Chapter 14, Patents and Intellectual Property, presents an approach to creating a patent
application and discusses the role of intellectual property in product development.

+ Chapter 15, Produet Development Economics, describes a method for understanding
the influence of internal and external factors on the economic value of a project.

« Chapter 16, Managing Projects, presents some fundamental concepts for understand-
ing and representing interacting project tasks, along with a method for planning and
executing a development project.
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References and Bibliography

Exercises

A wide variety of resources for this chapter and for the rest of the book are available
on the Internet. These resources include data, templates, links to suppliers, and lists of
publications. Current resources may be accessed via

www.ulrich-eppinger.net

Wheelwright and Clark devote much of their book to the very early stages of product
development, which we cover in less detail.
Wheelwright, Stephen C., and Kim B. Clark, Revolutionizing Product Development:
Quantum Leaps in Speed, Efficiency, and Quality, The Free Press, New York, 1992.

Katzenbach and Smith write about teams in general, but most of their insights apply to
product development teams as well.
Katzenbach, Jon R., and Douglas K. Smith, The Wisdom of Teams: Creating the
High-Performance Organization, Harvard Business School Press, Boston, 1993.

These three books provide rich narratives of development projects, including fascinating
descriptions of the intertwined social and technical processes.
Kidder, Tracy, The Soul of a New Machine, Avon Books, New York, 1981.
Sabbagh, Karl, Bwenty-First-Century Jet: The Making and Marketing of the Boeing
777, Scribner, New York, 1996.

Walton, Mary, Car: 4 Drama of the American Workplace, Norton, New York, 1997.

1. Estimate what fraction of the price of a pocket calculator is required to cover the cost
of developing the product, To do this you might start by estimating the information
needed to fill out Exhibit 1-3 for the pocket calculator.

2. Create a set of scatter charts by plotting each of the rows in Exhibit 1-3 against the
development cost row. For each one, explain why there is or is not any correlation. (For
example, you would first plot “annual production volume” versus “development cost”
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Appendix C

Assembly Costs

Assembly Times
Product Part Dats (Seconds)
Mo. of Parts Yotal
16 12b.7
¢ No. of Unigue Parts ] Slowaest Part
12 9.7
“I No. of Fasteners | Fastest Part
1] 2.9
Total 1
34 186.5
Ne. of Unigue Parts [ Slowest Part
25 W7
“INo. of Fasteners Fastest Part
5 2.6
i No. of Parts Total
45 2B86.0
No. of Unique Parts ' Slowest Part
: 43 14.0
; No. of Fasteners i Fastest Part
5 3.5
4 No, of Parts Totat !
: BE/MATH 277.0/138.0%
| No. of Unigus Parts l Slowest Part
: 44/12* 8.0/8.0%
" [ No. of Fasteners Fastest Part
o/0# 6.78/3.0%

Source: Photos by Stuart Cohen, Data obtained by using Boothroyd Dewlrst Inc. DFA software

“Data for the mouse are given as: total components (including electronicymechanical compeonents only.
Nates: 1. This table gives manual assembly times, which can be converied to assembly costs using applicable labor rates,
2. Assembly times shown include times for individual part handiing and insertion, as well as other operations suech as subassembly handling and insertion,
reorientations, and heat riveting.

EXMIBIT 11-22  Assembly costs

Assembly data for common products. Obtained using Boothroyd Dewhurst Inc. DFA Software.
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c . Time {Seconds} c ; Time [(Seconds}
omponen
por Min Max Avg emponen Min Max Avg
Pin
75 131 1G.3 3.1 101 6.6
3.5 8.0 5.9 2.8 4.0 8.3

Source: Manval assembly tables in Boothrovd and Dewhurst, 1989

EXHIBIT 11-23  Typical handling and insertion times for common compenents.

Appendix D
Cost Structures

Type of Firm Cost Calculation

Electromechanical products manufacturer

P o e’ EY I3
(Traditional cost structure! Cost = (113%) X (Materials cost)

+1{360%} * (Direct labor cost)

Cost = (108%) % {Direct labor cost)
+ (Setup labor cost)
+(160%) % (Materials cost)
+($27.80) ¥ (Machine hours)
+{$2,000.00) % (Number of shipments)]

Cost = (110%) > {Materials cost)
+{109%) < [(211%) x {Direct labor cost)
+($16.71) % (Machine hours)
+(333.76} % (Setup hours)
+{8114.27) % (Number of production orders)
+{$19.42) % (Number of material handling loads)
+ ($487.00) % (Number of new parts added to the

system}]

Precision valve manufacturer
{Activity-based cost structure)

Heavy equipment component manufacturer
{Activity-based cost structure)

Sources, top to bottorn: Unpublished company source; Harvard Business School cases: Destin Brass Products Co., 8-190-089, and John Deere Component Works,
9-187-107

Notes: 1. This table shows total costs per customer order.
2. Materials costs include costs of raw materials and purchased coOmponents.

EXHIBIT 11-24  Typical cost structures for manufacturing firms,
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EXHIBIT 12-1  PackBot mobile robot by iRobot,
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Courtesy of iRabot Corp.

EXHIBIT 12-2  The PackBot ready for deployment in a military search aperation.

The iRobot PackBot line of tactical mobile robots was designed by iRobot Corporation
to assist law enforcement and military personmel to conduct operations in dangerous
environments. For example, PackBot robots were used to help search for SUrvivors in
the wreckage of the World Trade Center in September 2001. They have assisted military
operations around the world and they are used by police for bomb retrieval and disposal.
The mobile chassis of the PackBot accepts a wide range of payloads, including a robotic
arm that can be fitted with a gripper, video camera, lighting, acoustic sensors, chemi-
cal and radiation detectors, or specialized equipment such as that needed for disarming
bombs. Exhibit 12-1 shows the PackBot configured with a robotic arm, camera, gripper,
and fiber-optic communications tether. Exhibit 12-2 shows the PackBot ready for use in
the field.

The PackBot may be carried by military troops, thrown through a window, o dropped
off a fire truck into a wide range of challenging and unpredictable situations. In developing
the PackBot, the product development team at iRobot utilized various forms of prototypes
throughout the product development process. Prototypes not only helped develop a successful
product quickly, but alsc helped ensure the reliability of the PackBot in the field.

This chapter defines prototype, explains why prototypes are buiit, and then presents
several principles of prototyping practice. The chapter also describes a method for
planning prototypes before they are built. The PackBot is used as an illustrative ex-
ample throughout.
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Understanding Prototypes

Although dictionaries define profotype as a noun only, in product development practice
the word is used as a noun, a verb, and an adiective. For example:

* Industrial designers produce prororvpes of their concepts.
+ Engineers profotype a design.
+ Software developers write profotype programs.

We define prototype as “an approximation of the product along one or more
dimensions of interest”” Under this definition, any entity exhibiting at least one aspect
of the product that is of interest to the development team can be viewed as a prototype.
This definition deviates from standard usage m that it includes such diverse forms of
prototypes as concept sketches, mathematical models, simulations, test components,
and fully functional preproduction versions of the product. Profotyping is the process of
developing such an approximation of the product.

Types of Prototypes

Prototypes can be usefully classified along two dimensions. The first dimension is the
degree to which a prototype is physical as oppesed to analytical. Physical prototypes are
tangible artifacts created to approximate the product. Aspects of the product of interest
to the development team are actually built into an artifact for testing and experimentation.
Examples of physical prototypes include models that look and feel like the product,
proof-af-concept prototypes used fo test an idea guickly, and experimental hardware used
to validate the functionality of a product. Exhibit 12-3 shows three forms of physical
prototypes used for diverse purposes. Analytical prototypes represent the product in a
nontangible, usually mathematical or visual, manner. Interesting aspects of the product
are analyzed, rather than built. Examples of analytical prototypes include computer
simulations, systems of equations encoded within a spreadsheet, and computer models of
three-dimensional geometry. Exhibit 12-4 shows three forms of analytical prototypes used
for-diverse purposes.

“The second dimension is the degree to which a prototype is comprefiensive as opposed
to focused. Comprehensive prototypes implement most, if not all, of the attributes of a
product. A comprehensive prototype corresponds closely o the everyday nse of the word
prototype, in that it is a full-scale, fully operational version of the product. An example of
a comprehensive prototype is one given to customers in order to identify any remaining
design flaws before committing to production. In contrast to comprehensive prototypes,
focused prototypes implement one, or a few, of the atiributes of a product. Examples of
focused prototypes include foam models to explore the form of a product and hand-built
circuit boards to investigate the clectronic performance of a product design. A common
practice is to use two or more focused prototypes together to investigate the overall
performance of a product. One of these prototypes is often a “looks-like” prototype,
and the other is a “works-like” prototype. By building two separate focused prototypes,
the team may be able to answer its guestions much earlier than if it had to create one
integrated, comprehensive prototype.

Exhibit 12-5 displays a plot with axes corresponding to these two dimensions. Several
different prototypes from the PackBot example are shown on this plot. Note that focused




EXHIBIT 123
Examples

of physical
prototypes In
the PackBot
project. (a)
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model] for
customer
communication
and approval,
{b) wheel
prototype under
load during
creep testing,
(c} sand test of
the complete
system.

Courtesy of iRebaot
Corp.
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prototypes can be either physical or analytical, but that for tangible manufactured products,
fully comprehensive prototypes must generally be physical. Prototypes sometimes contain
a combination of analytical and physical elements. For example, control hardware including
the user interface for the PackBot could be linked to a software simulation of the PackBot
dynamic motion. Some analytical prototypes can be viewed as being more “physical” than
others. For example, a video animation of the PackBot’s dynamic balance based on simula-
tion of the physical interactions of its components is, iff One sense, more physical than a set of
equations approximating the overall balance of the same mechanism.

Whaﬁé Are Prototypes Used For?

Within a product development project, prototypes are used for four purposes: fearning,
commynication, integration, and milestones,

Learning Prototypes are often used to answer two types of questions: “Will it work?”
and “How well does it meet the customer needs?” When used to answer such guestions,
prototypes serve as learning tools. In developing the wheels for the PackBot, the team
built focused-physical prototypes of the novel spiral spoke geometry of the wheels. The
wheels were mounted to a weighted platform and dropped at various heights to test the
shock absorption propertics and the strength of the wheels. Exhibit 12-6 shows several of
the wheel prototypes and one of the impact tests. Alsc in development of the wheel design,
mathematical models of the spokes were analyzed to estimate the stiffness and strength of
the wheels. This is an example of a focused-analytical prototype used as a learing tool.

Physical Alpha Prototype for
4 System Infegration
() Wheel impact Test O 0O O
Gripper Geometry and System-Level Seta Prototype
O Pad Coating Pull Test Drop Test for Field Testing

O Testbed with New
Software on Old Model

{) Full-Scale Foam Model

Focused ¢ » Comprehensive

O User Interface Hardware
Linked to Dynamic Simutation

) Celor Rendering
{7y 30 CAD Model

O Beam Bending Equations of

. Whael Spoke Geometry Full Dynamic
() FEA of Heat Dissipation | Simulation
() Math Model of Moter i O
Performance Analytical

CEXHIBIT 12-5  Types of prototypes. Prototypes can be classified according to the degree to

which they are physical and the degree to which they impiement all of the attributes of the product.
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Courtesy of iRobot Corp.

EXHIBIT 12-6  PackBot whee! prototypes (top) and impact testing (bottom).

Communication Prototypes enrich communication with top management, vendors,
partners, extended team members, customers, and investors. This is particularly true of
physical prototypes: a visual, factile, three-dimensional representation of a product is
much easier to understand than a verbal description or even a sketeh of the product, When
developing new payload capabilities for the PackBot, communication among engineers,
managers, suppliers, and customers is enhanced through the use of “look and feel”
prototypes. New customers often fail to appreciate the small size of the “crush zone”
mto which the PackBot payload must fit; however, a physical model clearly tHustrates
this space constraint. The rough physical prototype shown in Exhibit 12-3(a} was used to
communicate to early customers the physical size of the PackBot and the range of mobil-
ity of its camera support arm. This model was constructed from components using stereo-
lithography rapid prototyping technology, assembled, and painted fo represent the actual
size and appearance of the product.

Integration  Prototypes are used to ensure that components and subsystems of the product
work together as expected. Comprehensive physical prototypes are most effective as integra-
tion tools in product development projects because they require the assembly and physical
interconnection of all the parts and subassemblies that make up a product. In doing so, the
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prototype forces coordination befween different members of the product development team.
Tf the combination of any of the components of the product interferes with the overall func-
tion of the product, the problem may be detected through physical integration in a compre-
hensive prototype. Common names for these comprehensive physical prototypes are festhed,
alpha, beia, or preproduction protofypes. TWo such prototypes of the PackBot are shown
Exhibit 12-7. In the alpha prototype, the radios are visible in the center of the robot. In the
beta prototype, the radios were integrated into the body for protection from damage. Exten-
sive testing of the alpha prototype helped identify several improvements to the track system,
which was redesigned before the beta prototype was built Further testing of the beta profo-
type inchuded a wide range of field conditions, such as mud, sand, and water testing.

Prototypes also help integrate the perspectives of the different functions represented
on a product development team (Leonard-Barton, 1991). A simple physical model of the
form of a product can be used as the medium through which the marketing, design, and
manufacturing functions agree on a basic design decision.

Many software development processes use profotypes (o integrate the activities of
dozens of software developers. Microseft, for example, employs a “daily build,” in which
a new version of the product is compiled at the end of every day. Sofiware developers
“check in” their code by a fixed time of day (e.g.,, 5:00 pom) and a team compiles the
code to create a new prototype version of the software. The most recent version of the
software is then tested and used by everyone on the team, i & practice Microsoft cails
“eating your own dog food.” This practice of creating daily comprehensive prototypes en-
sures that the efforts of the developers are always synchronized and integrated. Any con-
fiicts are detected immediately and the team can never diverge more than one day fram a
working version of the product (Cusumano, 1997).

Milestones Particularly in the later stages of product development, prototypes are used
to demonstrate that the product has achieved a desired level of functionality. Milestone
prototypes provide tangible goals, demonstrate progress, and serve to enforce the sched-
ule. Senior management (and sometimes the customer) often requires a prototype that
demonstrates certain functions before allowing the project to proceed. For example, in
many government procurements, a prototype must pass a “qualification test” and later

Courtesy of iRobot Carp.

EXHIBIT 12-7  Alpha (left) and beta (right) prototypes of the PackBot.
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Learning Communication integration Milestones
Focused analytical & a - O
Focused physical & & 'S o
Comprehensive physical ® & & @

EXHIBIT 12-8  Appropriateness of different types of prototypes for different purposes (® = more appropriate,
© = less appropriate). Note that fully comprehensive analytical prototypes are rarely possible for physical products,

a “first-article test” before a contractor can proceed with production. A major milestone
for the PackBot development was a test conducted by the U.S. Army. During this test the
PackBot prototype was thrown out of 2 moving vehicle and controlled by a soldier with
minimal fraining in an unknown environment. There could be no failures of the PackBot
system and its user interface in order to pass this test.

While all types of prototypes are used for all four of these purposes, some types of proto-
types are more appropriate than others for some purposes. A summary of the relative appropri-
ateness of different types of prototypes for different purposes is shown in Exhibit 12-8.

Principles of Prototyping

Several principles are useful in guiding decisions about prototypes during product
development. These principles inform decisions about what type of prototype to build and
about how to incorporate prototypes into the development project plan.

Analytical Prototypes Are Generally More
Flexible than Physical Prototypes

Because an analytical prototype is a mathematical approximation of the product, it will
generally contain parameters that can be varied in order to represent a range of design
alternatives. In most cases, changing a parameter in an analytical prototype is easier than
changing an aftribute of a physical prototype. For example, consider an analytical prototype
of the PackBot drivetrain that includes a set of equations representing the electric motor.
One of the parameters in the mathematical model of the maotor is the stall torque. Varying
this parameter and then solving the equations is much easier than changing an actual
motor i & physical prototype. In most cases, the analytical prototype not only is easier to
change than a physical prototype but also allows larger changes than could be made in a
physical prototype. For this reason, an analytical prototype frequently precedes a physical
prototype. The analytical prototype is used to narrow the range of feasible parameters,
and then the physical prototype is used to fine-tune or confirm the design. See Chapter
13, Robust Design, for a detailed example of the use of an analytical prototype to explere
several design parameters,

Physical Prototypes Are Required to Detect
Unanticipated Phenomena

A physical prototype often exhibits unanticipated phenomena completely unrelated
to the original objective of the prototype. One reason for these surprises is that all of
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M\ of success
Build  \ Test Y 970
i Prot }———“ i g

the Jaws of physics are operating when the feam experiments with physical profotypes.
Physical prototypes intended to investigate purely geometric issues will also have ther-
mat and optical properties. Some of the incidental properties of physical prototypes are
irrelevant to the final product and act as annoyances during testing. However, some of
these incidental properties of physical prototypes will also manifest themselves in the
final product. In these cases, a physical prototype can serve as a tool for detecting un-
anticipated detrimental phenomena that may arise in the final product. For example, in
a pull test of various PackBot gripper finger coatings, the team discovered that some of
the coatings with good grip characteristics had poor durability. Analytical prototypes,
in contrast, can never reveal phenomena that are not part of the underlying analytical
model on which the prototype is based. For this reason at least one physical prototype 18
almost always built in a product development effort.

A Prototype May Reduce the Risk of Costly lterations

Exhibit 12-9 illustrates the role of risk and fteration in product development. In many
situations, the outcome of a fest may dictate whether a development task will have to be

Frobability

N of success

/ Buld Test \ 070
| Injection | Part  pee——>
Mold  / Qi‘t

Probability
of iteration
0.30

Conventional Process

Probability Probability
of success
$.95

Build
Injection
Mold

otype
Part

oo Fart

Probability Frobability
of Haration of iteration
0,30 6.05

Process with Prototyping

EXHIBIT 12-9 A prototype may reduce the risk of costly iteration. Taking time to build and test
a prototype may allow the development team to detect a problem that would otherwise not have
been detected until after a costly development activity, such as building an injection mold.
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repeated. For example, if a molded part fits pootly with its mating parts, the mold tooling
may have to be rebuilt. In Exhibit 12-9, a 30 percent risk of returning to the mold-building
activity after testing part fit is represented with an arrow labeled with a probability of
0.30. If building and testing a prototype substantially increases the likelihood that the
subsequent activities will proceed without iteration (e-g., from 70 percent to 95 percent,
as indicated in Exhibit 12-9), the prototype phase may be justified,

The anticipated benefits of a prototype in reducing risk must be weighed against
the time and money required to build and evaluate the prototype. This is particularly
important for comprehensive prototypes. Products that are high in risk or uncertainty,
because of the high costs of failure, new technology, or the revolutionary nature of
the product, will benefit from such profotypes. On the other hand, products for which
failure costs are low and the technology is well known do not derive as much risk-
reduction benefit from prototyping. Most products fall between these extremes.
Exhibit 12-10 represents the range of situations that can he encountered in different
types of development projects.
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commercial buildings, ships
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printed goods
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Cost of Comprehensive Prototype {Time or Money}

EXHIBIT 12-10  The use of comprehensive prototypes depends on the relative level of technical
or market risk and the cost of building a comprehensive prototype..
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Conventional Process
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EXHIBIT 12-11  Role of a prototype in expediting another step. Taking time to build a
prototype may enable more rapid completion of a subsequent step,

A Prototype May Expedite Other Development Steps

Sometimes the addition of a short prototyping phase may allow a subsequent activity to be
completed more quickly than if the prototype were not built. If the required additional
time for the prototype phase is less than the savings in duration of the subsequent activity,
then this strategy is appropriate. Une of the most common occurrences of this situation
is in mold design, as ithustrated in Exhibit 12-11. The existence of a physical model of
a geometrically complex part allows the mold designer to more quickly visualize and

design the mold tooling.

Caonventional Process
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System Assembly
and Test

PC Board
Fahrication

Software
Test

Prototype
Circuit Board

EXHIBIT 12-12  Use of a prototype to remove a task from the critical path.
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A Prototype May Restructure Task Dependencies

The top part of Exhibit 12-12 illustrates a set of tasks that are completed sequentially. It
may be possible to complete some of the tasks concurrently by building a prototype. For
example, a software test may depend on the existence of a physical circuit, Rather than
waiting for the production version of the printed circuit board to use in the test, the team
may be able to rapidly fabricate a prototype {c.g., a hand-built board) and use it for the
test while the production of the printed circuit board proceeds,

Prototyping Technologies

Hundreds of different production technologies are used to create prototypes, particularly
physical prototypes. Two technologies have emerged as particularly important in the past
20 years: three-dimensional computer modeling (3D CAD) and free-form fabrication.

3D CAD Modeling and Analysis

Since the 1990s, the dominant mode of representing designs has shifted dramatically
from drawings, often created using a computer, to 30 computer-aided design models,
known as 3D CAD models. 3D CAD models represent designs as collections of 3D
solid entities, each usually constructed from geometric primitives, such as cylinders,
blocks, and holes.

The advantages of 3D CAD modeling include the ability to easily visualize the
three-dimensional form of the design; the ability to create photo-realistic images for
assessment of product appearance; the ability to automatically compute physical prop-
erties such as mass and volume; and the efficiency arising from the creation of one and
only one canonical description of the design, from which other, more focused descrip-
tions, such as cross-sectional views and fabrication drawings, can be created. Through
the use of computer-aided engineering (CAE) tools, 3D CAD models have begun to
serve as analytical prototypes. In some settings this can eliminate one or more physi-
cal prototypes. When 3D CAD models are used to carefully plan the final, integrated
assembly of the product and to detect geometric interference among parts, this may
indeed eliminate the need for a full-scale prototype. For example, in the development
of the Boeing 777 and 787 jets, the development teams were able to avoid building
full-scale wooden prototype models of the planes, which had historically been used to
detect geometric interferences among structural elements and the components of vari-
ous other systems, such as hydraulic lines. Using a 3D CAD model of an entire product
in this manner is known, depending on the industry sefting, as a digital mock up, digital
prototype, or virtual prototype.

3D CAD models are also the underlying representation for many types of computer-
based analyses. Forms of CAE include finite-element analysis of thermal flow or stress dis-
fribution, virtual crash testing of automobiles, kinematic and dynamic motion of complex
mechanisms, all of which have become more sophisticated every year. In the PackBot de-
velopment, engineers conducted finite-clement analysis of structural integrity to understand
impact stresses at various drop and crash angles. Exhibit 12-13 shows one such analytical
result, based on a 3D CAD model of the PackBot. Engineers also computed heat flows and
thermal dissipation performance using finite-element analysis based on 3D CAD models.
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.

Courtesy of iRobet Corp,

EXHIBIT 12-13 Finite-clement analysis of the PackBot side plate based on a 3D CAD model,
The image shows the stress distzibution upon side impact at the rear wheel.

Free-Form Fabrication

in 1984, the first commercial free-form fabrication system was introduced by 3D
Systems. This technology, called stereclithography, and dozens of competing technologies
which followed it, create physical objects directly from 3D CAD models, and can be
thought of as “three-dimensional printing.” This collection of technologies is often
called rapid prototyping. Most of the technologies work by constructing an object, one
cross-sectional layer at a time, by depositing 4 material or by using a laser to selectively
solidify a liguid or powder. The resulting parts are most often made from plastics, but
other materials are available, mcluding wax, paper, ceramics, and metals. In some cases
the parts are used directly for visualization or in working prototypes. However, the parts
are often used as patterns to make molds or patterns from which parts with particular
material properties can then be molded or cast.

Free-form fabrication technologies enable realistic 3D prototypes to be created ear-
lier and less expensively than was possible before. When used appropriately, these pro-
totypes can reduce product development time and/or improve the resulting prod-
uct quality. In addition to enabling the rapid construction of working prototypes, these
technologies can be used to embody product concepts quickly and inexpensively, moreasing
the ease with which concepts can be communicated to other team members, senior managers,
development partners, or potential customers, For example, the PackBot prototype shown in
Exhibit 12-3(2) was made of components fabricated using stereolithography in only four days.
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Planning for Prototypes

A potential pitfall in product development is what Clausing called the “hardware
swamp” {Clausing, 1994), The swamp is caused by misguided projotyping efforts,
that is, the building and debugging of prototypes {physical or analytical} that do not
substantially contribute to the goals of the overall product development project. One
way {0 avoid the swamp is to carefully define each prototype before embarking on an
effort to build and test it. This section presents a four-step method for planning each
prototype during a product development project. The method applies to all types of
prototypes: focused, comprehensive, physical, and analytical. A template for recording
the mformation generated from the method is given in Exhibit 12-14. We use the Pack-
Bot wheel prototype and impact test shown in Exhibit 12-6 as an etample to illustrate
the method.

Step 1: Define the Purpose of the Prototype

Recall the four purposes of prototypes: learning, communication, integration, and mile-
stones. In defining the purpose of a prototype, the team lists its specific learning and
communication needs. Team members also list any integration needs and whether or
not the prototype is intended to be one of the major milestones of the overall product
development project.

For the wheel prototypes, the purpose was to determine the shock absorption
characteristics and robustness of the wheels using various geometry and materials, While
these learning prototypes were primarily focused on performance, the team was also
considering the manufacturing cost of the materials, some of which were not moldable
and must be machined.

Name of Prototype PackBot Wheel Geometry/impact Test

Purpose(s) = Select final wheel spoke geometry and materials
based on strength and shock absorption
characteristics,

= Confirm that wheels absorb shack to withstand
impact and protect the PackBot and its payload.

Level of Approximation & Correct wheel spoke geometry, materials, and
platforr: load.

Experimental Plan = Build 12 test wheels using six different materials,
each with two spoke shapes.
¢ Mount the wheels to the test fixture.
¢ Conduct impact tests at a range of drop heights.

Schedute 1 August select whee! designs and materials
7 August complete design of test fixture
14 August wheals and test fixture constructed
15 August assembly completed
23 August testing completed
25 August analysis of test results completed

EXHIBIT 12-14  Planning template for the PackBot wheel geometry/Impact test prototypes.
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Step 2: Establish the Level of Approximation of the Prototype
Planning a prototype requires definition of the degree to which the final product is to be
approximated. The feam should consider whether a physical prototype is necessary or
whether an analytical prototype would best meet its needs. In most cases, the best proto-
type is the simplest prototype that will serve the purposes established in step 1. In some
cases, an earlier model serves as a testbed and may be modified for the purposes of the
prototype. In other cases, an existing prototype of a prototype being built for another pur-
pose can be utilized.

For the wheel prototype, the team decided that materials and geometry of the wheel
were critical attributes related to impact performance, so the prototype needed to be con-
structed carefully with these attributes in mind. However, other aspects of the wheel could
be ignored, including the production method (molding versus machining), the attachment
to the drive system and the track belt, and the color and overall appearance of the wheel.
A member of the team had previously explored an analytical model of the wheel spoke
bending performance and felt that the physical prototype was necessary to verify her
analysis. She had discovered that there was a basic trade-off between shock absorption,
which required more flexible spokes, and strength of the wheel, which required larger
spokes. The team used the analytical prototype to determine the wheel spoke dimensions
that would be investigated with the physical prototype.

Step 3: Outline an Experimental Plan

Tn most cases, the use of a prototype in product development can be thought of as an
experiment. Good experimental practice helps ensure the extraction of maximum value
from the prototyping effort. The experimental plan includes the identification of the
variables of the experiment (if any), the test protocol, an indication of what measurements
will be performed, and a plan for analyzing the resulting data. When many variables
must be explored, efficient experiment design greatly facilitates this process. Chapter 13,
Robust Design, discusses design of experiments in detail.

For the wheel prototype tests, the team decided to vary only the materials and web
geometry of the spokes. Based on the analytical models, two spoke shapes were selected
for testing. Six different materials were also chosen, for a total of 12 test designs. The team
designed a weighted platform to which each wheel could be mounted and a test apparatus
for dropping the platform at various heights. They decided to mstrument the platform to
measure the acceleration forces transmitted through the wheels to the PackBot upon im-
pact. After each test, they inspected the wheel for damage in the form of cracks or plastic
deformation before increasing the test height. These test resulis would not only be used to
choose the best spoke geometry and material, but also to improve the analytical model for
future use which may eliminate further physical prototyping of modified wheel designs.

Step 4: Create a Schedule for Procurement,

Construction, and Testing

Because the building and testing of a prototype can be considered a subproject within the
overall development project, the team benefits from a schedule for the prototyping activ-
ity. Three dates are particularly important in defining a prototyping effort. First, the team
defines when the parts will be ready to assemble. (This is sometimes called the “bucket
of parts” date.) Second, the team defines the date when the prototype will first be tested.
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{This 1 sometimes called the “smoke tew” date, because it is the date the team will first
apply power and “look for smoke” in products with electrical systems.) Third, the team
defines the date when it expects to have comploted testing and produced the final results.

For the wheel prototypes, no assembly was invelved, so when parts were available the
prototypes could be assembled and tested rather guickly. The team planned for eight days
of testing and two days of analysis,

Planning Milestone Prototypes

The above method for planning a prototype applies to all prototypes, including those
as simple as the wheel geometry and those as complex as the beta prototype of the en-
tire PackBot. Nevertheless, the comprehensive prototypes a team uses as development
milestones benefit from additional planning. This planning activity typically occurs in
conjunction with the overall product development planning activity at the end of the
concept development phase. In fact, planning the milestone dates is an integral part of
establishing an overall product development project plan. (See Chapter 16, Managing
Projects.}

All other things being equal, the team would prefer to build as few milestone proto-
types as possible because designing, building, and testing comprehensive prototypes con-
sumes a great deal of time and money. However, in reality, fow highly engineered products
are developed with fewer than two milestone prototypes, and many efforts require four
or more.

As a base case, the team should consider using alpha, beta, and preproduction
prototypes as milestones. The team should then consider whether any of these milestones
can be eliminated or whether in fact additional prototypes are necessary.

Alpha prototypes are typically used to assess whether the product works as intended.
The parts in alpha prototypes are usually similar in material and geomeiry fo the parts
that will be used in the production version of the product, but they are usually made with
prototype production processes. For example, plastic parts in an aipha prototype may be
machined or rubber molded instead of injection molded as they would be in production.

Beta prototypes are typically used to assess reliability and to identify remaining bugs
i the product. These prototypes are often given to customers for testing in the intended
use environment. The parts in beta prototypes are usually made with actual production
processes or supplied by the intended component suppliers, but the product is usually not
assembled with the intended final assembly facility or tooling. For example, the plastic
parts in & beta prototype might be molded with the production injection molds but would
probably be assembled by a technician in a prototype shop rather than by production
workers or automated equipment.

Preproduction prototypes are the first products produced by the entire production
process. At this point the production process is not yet operating at full capacity but
is making limited guantities of the product. These prototypes are used to verify pro-
duction process capability, are subjected to further testing, and are often supplied to
preferred customers. Preproduction prototypes are sometimes called pilot-production
prototypes.

The most common deviations from the standard prototyping plan are to eliminate one
of the standard prototypes or to add additional early prototypes. Eliminating a proto-
type (usually the alpha) may be possible if the product is very similar to other products
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the firm has already developed and produced, or if the product is extremely simple.
Additional early prototypes are common in situations where the product embodies a new
concept or technology. These early prototypes are sometimes called experimental or en-
gineering prototypes. They usually do not 1ook like the final product, and many of the
parts of the prototype are not designed with the intention of eventually being produced in
quantity.

Once preliminary decisions have been made about the number of prototypes, their
characteristics, and the time required to assemble and test them, the team can place these
milestones on the overall time line of the project. When the team aticmpts to schedule
these milestones, the feasibility of the overall product development schedule can be as-
sessed. Frequently a team will discover, when working backward from the target date
for the product launch, that the assembly and test of one milestone prototype overlaps or
is perilously close to the design and fabrication of the next milestone prototype. If this
overlapping happens in practice, it is the worst manifestation of the “hardware swamp.”
When prototyping phases overlap, there is little transfer of learning from one prototype
1o the next, and the team should consider omitting one or more of the prototypes to allow
the remaining prototypes o be spread out more in time. During project planning, overlap-
ping prototyping phases can be avoided by beginning the project socner, delaying product
faunch, eliminating a milestone prototype, ot devising a way to accelerate the develop-
ment activities preceding each prototype. {See Chapter 16, Managing Projects, for some
techniques for achieving this acceleration.)

Summary

Product development almost always requires the building and testing of prototypes. A
prototype is an approximation of the product on one or more dimensions of interest.

» Prototypes can be usefully classified along two dimensions: (1) the degree to which
they are physical as opposed to analytical and (2) the degree to which they are compre-
hensive as opposed to focused.

« Prototypes are used for learning, communication, integration, and milestones. While all
types of prototypes can be used for all of these purposes, physical prototypes are usu-
ally best for communication, and comprehensive prototypes are best for integration and
milestones.

« Several principles are useful in guiding decisions about prototypes during product
developiment:

« Analytical prototypes are generally more flexible than physical prototypes.
» Physical prototypes are required to detect unanticipated phenomena.

« A prototype may reduce the risk of costly iterations.

+ A prototype may expedite other development steps.

« A prototype may restructure task dependencies,

+ 3D CAD modeling and free-form fabrication technologies have reduced the relative
cost and time required to create and analyze prototypes.
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« A four-step method for planning a prototype is:
1. Define the purpose of the prototype.
2. Establish the level of approximation of the prototype.
3. Outline an experimental plan,
4. Create a schedule for procurement, construction, and testing.

¢ Milestone prototypes are defined in the product development project plan. The number
of such prototypes and their timing is one of the key elements of the overall develop-
ment plan.
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Exercises

1. A furniture manufacturer is considering a line of seating products to be fabricated
by cutting and bending a recycled plastic material available in large sheets. Create
a prototype of at least one possible chair design by cutting and bending a sheet of
paper or cardboard. (You may wish to design the chair with a sketch first, or just
start working with the sheet directly.) What can you learn about the chair design
from your prototype? What can’t you learn about the chair design from such a pro-
totype?

2. Position the chair prototype described in Exercise 1 on the plot in Exhibit 12-5. For
which of the four major purposes would a product development team use such a
prototype?

3. Devise a prototyping plan (similar to that in Exhibit 12-14) for investigating the
comfort of different types of handles for kitchen knives.

4, Position the prototypes shown in Exhibits 12-3, 12-4, 12-6, 12-7, and 12-13 on the plot
in Exhibit 12-5. Briefly explain your reasoning for each placement.

Thought Questions

I. Many product development teams separate the “looks-like™ prototype from the
“works-like” prototype. They do this because integrating both function and form is
difficult in the early phases of development. What are the strengths and weaknesses of
this approach? For what types of products might this approach be dangerous?
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. Today there are several technologies able to create physical parts directly from 3D
CAD files {e.g., sterectithography and selective laser sintering). How might a team
use such rapid prototyping technologies during the concept development phase of the
product development process? Might these technologies facilitate identifying customer
needs, establishing specifications, generating product concepts, selecting product
concepts, and/or testing product concepts?

. Some companies have reportedly abandoned the practice of doing a customer test with
the early prototypes of their products, preferring instead to go directly and quickly to
market in order to observe the actual customer response. For what types of products
and markets might this practice make sense?

4. Is & drawing & physical or analytical prototype?

. Microsoft uses freguent comprehensive prototypes in its development of software. In
fact, in some projects there is 3 “daily build” in which a new version of the product is
integrated and compiled every day. Is this approach only viable for software products,
or could it be used for physical products as well? What mi ght be the costs and benefits
of such an approach for physical producis?
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Courtesy of Ford Motor Co,

EXHIBIT 131
Rear seat belt experiment. This experiment was run on a simulation model to expiore many design
parameters and noise conditions.
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Ford Motor Company safety engineers were working with a supplier to better understand
the performance of rear seat belts. In any conventional seat belt system with lap and
shoulder belts, if the lap portion of the belt rides upward, the passenger may shide beneath
it, potentially resulting in abdominal injury. This phenomenon, called “submarining,”
is related to a large number of factors, including the nature of the collision, the design
of the vehicle, the properties of the seats and seat belts, and other conditions. Based on
experimentation, simulation, and analysis, Ford engincers hoped to determine which of
the many factors were most critical to passenger safety and to avoiding submarining, The
image shown in Exhibit 13-1 depicts the model used in Ford’s simulation analysis.

This chapter presents a method for designing and conducting experimentis to improve
the performance of products even in the presence of uncontrollable variations. This
method is known as robust design.

What Is Robust Design?

We define a robust product (or process) as one that performs as intended even under
nonidea! conditions such as manufacturing process variations or a range of operating situ-
ations. We use the term noise to describe uncontrolled variations that may affect perfor-
mance, and we say that a guality product should be robust to noise factors.

Robust design is the product development activity of improving the desired perfor-
mance of the product while minimizing the effects of noise. In robust design we use
experiments and data analysis to identify robust setpoints for the design parameters we
can control. A robust setpoint is a combination of design parameter values for which the
product performance is as desired under a range of operating conditions and manufactur-
ing variations.

Conceptually, robust design is simple o understand. For a given performance target
(safely restraining rear-seat passengers, for example), there may be many combinations of
parameter values that will yield the desired result. However, some of these combinations
are more sensitive to uncontrellable variation than others. Since the product will likely
operate in the presence of various noise factors, we would like to choose the combination
of parameter values that is least sensitive to uncontrollable variation. The robust design
process uses an experimental approach to finding these robust setpoints.

To understand the concept of robust setpoints, consider two hypothetical factors affecting
some measure of seat belt performance, as shown in Exhibit 13-2. Assume that factor A has
a linear effect, f), on performance and factor B has a nonlinear effect, fp. Further consider
that we can choose setpoints for each factor: A1 or A2 for factor A, and B1 or B2 for factor B.
Assuming that the effects of f and fy are additive, a combination of Al and B2 will provide
approximately the same level of overall performance as a combination of A2 and Bl. Manu-
facturing variations will be present at any chosen sefpoint, so that the actual value may not
be exactly as specified. By choosing the value of B for factor B, where the sensitivity of the
response to factor B is relatively small, unintended variation in factor B has a relatively small
influence on overall product performance. Therefore, the choice of B1 and A2 is 2 more robust
combination of setpoints than the combination of BZ and Al

The robust design process can be used at several stages of the product development
process. As with most product development issues, the earlier that robustness can be
considered in the product development process, the better the robustness results can be.
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EXHIBIT 13-2 Robust design exploits nonlinear relationships to identify setpoints where the product performance
is less sensitive to variations. In this example, the chosen value for the factor A setpoint does not affect robustness,
whereas that of factor B does. Choosing B1 minimizes the effect of variation in factor B on overall performance.

Robust design experiments can be used within the concept development phase as a way
to refine the specifications and set realistic performance targets. While it is beneficial to
consider product robustness as early as the concept stage, experiments for robust design
are used most frequently during the detail design phase as a way to ensure the desired
product performance under a variety of conditions. In detail design, the robust design ac-
tivity is also known as parameter design, as this is a matter of choosing the right setpoints
for the design parameters under our control. These inciude the product’s materials, dimen-
sions, tolerances, manufacturing processes, and operating instructions.

For many engineering design problems, equations based on fundamental physical prin-
ciples can be solved for robust parameter choices. However, engineers generally cannot
fully model the kinds of uncertainties, variations, and noise factors that arise under real
conditions, Furthermore, the ability to develop accurate mathematical models is limited
for many engineering problems. For example, consider the difficulty of accurately modeling
the seat belt submarining problem under a wide variety of conditions. In such situations,
empirical investigation through designed experiments is necessary. Such experiments can
be used to directly support decision making and can also be used to improve the accuracy
of mathematical models.

in the case of the seat belt design problem, Ford's engineers wished to test a range of
seat belt design parameters and collision conditions. However, crash testing is very expen-
sive, so Ford worked with its seat belt supplier to develop a simulation model which was
calibrated using experimental crash data. Considering the hundreds of possible design
parameter combinations, collision conditions, and other factors of interest, the engineers
chose to explore the simulation model using a carefully planned experiment. Although
simulation requires a great deal of computational effort, the simulation model still al-
lowed Ford engineers to run dozens of experiments under a wide variety of conditions,
which would not have been possible using physical crash testing.
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For the Ford seat belt design team, the goals of this designed experiment were to learn:

= What combination of seat, seat belt, and attachment parameters minimizes rear-seat
passenger submarining during a crash.

» How submarining is affected by uncontroliable conditions. What combination of de-
sign parameters is most robust to such noise factors?

Design of Experiments

The approach to robust design presented in this chapter is based on a method called
design of experiments (DOE). In this method, the team identifies the parameters that
can be controlled and the noise factors it wishes to investigate. The team then designs,
conducts, and analyzes experiments to help determine the parameter setpoints to achieve
robust performance.

In Japan during the 1950s and 1960s, Dr. Genichi Taguchi developed techniques to
apply DOE to improve the quality of products and manufacturing processes. Beginning
with the quality movement of the 1980s, Taguchi’s approach to experimental design
started to have an impact on engineering practice in the United States, particularly at Ford
Motor Company, Xerox Corporation, AT&T Bell Laboratories, and through the American
Supplier Institute (which was created by Ford).

Taguchi recefves credit for promoting several key ideas of experimental design for the
development of robust products and processes. These contributions include introducing
noise factors into experiments to observe these effects and the use of a signal-fo-noise
ratio metric including both the desired performance (signal) and the undesired effects
(noise). While statisticians had been showing engineers how to run experiments for de-
cades, it was not untii Taguchi’s methods were widely explained to the U.S. manufactur-
ing industry during the 1990s that experiments became commonly utilized to achieve
robust design.

DOE is not a substitute for technical knowledge of the system under investigation.
In fact, the team should use ks understanding of the product and how it operates to
choose the right parameters to investigate by experiment. The experimental results
can be used in conjunction with technical knowledge of the system in order to make
the best choices of parameter setpoints. Furthermore, the experimental results can be
used to build better mathematical models of the product’s function. In this way, experi-
mentation complements technical knowledge. For example, Ford engineers have basic
mathematical models of seat belt performance as a function of passenger sizes and
collision types. These models allow Ford to size the mechanical elements and to de-
termine the belt attachment geometry, Based on empirical and simulation data, Ford’s
analytical models and seat belt design guidelines gain precision over time, reducing
the need for time-consuming empirical and simulation studies. Eventually, this techni-
cal knowledge may improve to the point where only confirming tests of new seat belt
configurations are required.

Basic experimental design and analysis for product development can be successfully
planned and executed by the development team. However, the field of DOE has many
advanced methods to address a number of complicating factors and yield more useful
experimental results. Development teams thus can benefit from consulting with a statisti-
cian or DOE expert who can assist in designing the experiment and choosing the best
analytical approach.
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The Robust Design Process
To develop a robust product through DOE, we suggest this seven-step process:

Tdentify control factors, noise factors, and performance metrics.
Formulate an objective function.

. Develop the experimental plan.

. Run the experiment.

. Conduct the analysis.

. Select and confirm factor setpoints,

Reflect and repeat.

Step 1: Identify Control Factors, Noise Factors,
and Performance Metrics

The robust design procedure begins with identification of three lists: control factors, noise
factors, and performance metrics for the experiment:

Control factors: These are the design variables to be varied in a controlled manner
during the experiment, in order to explore the product’s performance under the many
combinations of parameter setpoints. Experiments are generally run at two or three
discrete levels (setpoint values) of each factor. These parameters are called control fac-
tors because they are among the variables that can be specified for production and/or
operation of the product. For example, the webbing stiffness and coefficient of friction
are control factors of interest for the experiment.

Noise factors: Noise factors are variables that cannot be explicitly controlled during
the manufacturing and operation of the product. Noise factors may include manufac-
turing variances, changes in materials properties, multiple user scenarios or operat-
ing conditions, and even deterioration or misuse of the product. If through special
techniques the team can control the noise factors during the experiment (but not in
production or operation), then variance can deliberately be induced during the experi-
ment to assess its impact. Otherwise, the team simply lets the noise take place during
the experiment, analyzes the resuits in the presence of typical variation, and seeks to
minimize the effects of this variation. For seat belts to be used with 2 range of seats,
the shape of the seat and the seat fabric must be considered noise factors. The goal is
to design a seat belt system that works well regardless of the values of these factors.

Performance metrics: These are the product specifications of interest in the experi-
ment. Usually the experiment is analyzed with one or two key product specifications
as the performance metrics in order to find control factor setpoints to optimize this
performance. These metrics may be derived directly from key specifications where
robustness is of critical concern. (See Chapter 5, Product Specifications.) For example,
how far the passenger’s back or buttocks move forward during the collision would be
possible performance metrics for the seat belt experiment,

For the seat belt design problem, the team held a meeting to list the control factors, noise
factors, and performance metrics, As Taguchi teaches, they placed these lists into a single
graphic, called a paramerer diagram (or p-diagram), as shown in Exhibit 13-3.
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EXHIBIT 13-3
Parameter
diagram used to
design the seat
beit experiment.
Bold text
indicates the
performance
metric used

and the control
factors and noise
factors chosen
for exploration.

Controf Factors Passenger | Performance Metrics
¥ Restraint e
Belt webbing stiffness Process Back angle
Belt webbing friction Siip of buttocks
Lap belt force limiter . Hip rotation
Upper anchorage stiffness 10158 Factors Forward knee motion

Buckle cable stiffness
Eront seatback boister
Tongue friction
Attachment geometry

Shape of rear seat

Type of seat fabric

Severity of collision

Wear of components
Positioning of passengsr
Positioning of belts on body
Size of passenger

Type of clothing fabric

Web manufacturing variations
Latch manufacturing variations

After lIisting the various factors, the team must decide which ones will be explored by
experiment. When a large number of parameters are suspected of potentially affecting
performance, the selection of critical variables can be substantially narrowed by using
analytical models and/or by running a screening experiment with two levels for each of
many factors. Then a finer experiment is run with two or more levels of the few param-
eters believed to affect performance.

Ford engineers considered the lists shown in Exhibit 13-3. They chose to focus the
experiment on exploration of seven seat belt parameters, holding constant the geometric
locations of the three attachment points. They decided to use “back angle at peak” as the
output metric, the angle that the passenger’s back makes with respect to vertical at the
moment of maximum restraint. Back angle is a smatler-is-better performance metric,
measured in radians.

A primary concern in this experiment was the effect of three particular noise factors:
seat shape, fabric type, and severity of collision. Through preliminary analysis, the team
found the best and worst combinations of these noise conditions with respect to the sub-
marining effect. These three noise factors were thereby combined into two extreme noise
conditions for the purposes of the experiment. This approach, known as compounded
noise, can be helpful when many noise factors must be considered. {(See Testing Noise
Factors in step 3.}

Step 2: Formulate an Objective Function

The experiment’s performance metric(s) must be transformed into an objective function
that relates to the desired robust performance, Several objective functions are useful in
robust design for different types of performance concerns. They can be formulated either
as functions to be maximized or minimized, and they include:

s+ Muaximizing: This type of function is used for performance dimensions where larger
values are better, such as maximum deceleration before belt slippage. Commeon forms
of this objective function 1 are 1 = {L or 1| = Y%, where [t is the mean of the experimen-
tal observations under a given test condition.



Robust Design 273

* Minimizing: This type of function is used for performance dimensions where smaller
values are better, such as back angle at peak deceleration. Common forms of this
objective function are 1] = [L or | = o2, where &2 is the variance of the experimental
observations under a given test condition. Alternatively, such minimization ohjectives
can be formulated as functions to be maximized, such as n=1/Lorn=1/c%

* Target value: This type of function is used for performance dimensions where values
closest to a desired setpoint or target are best, such as amount of belt slackening before
restraint. A common maximizing form of this objective function is 1 = Vi ~ 07,
where 7 is the target value.

¢ Signal-to-noise ratio: This type of function is used particularly to measure robust-
ness. Taguchi formulates this metric as a ratio with the desired response in the
numerator and the variance in the response as the denominator. Generally the mean
value of the desired response, such as the mean back angle at peak, is not difficult
to adjust by changing control factors. In the denominator, we place the variance of
this response (the noise response), which is to be minimized, such as the variance
in back angle resulting from noise conditions. In practice, reducing variance is
more difficult than changing the mean. By computing this ratio, we can highlight
robust factor settings for which the noise response is relatively iow as compared to
the signal response. A common maximizing form of this objective function is
1= 10 log (u¥/c?).

The Ford statistician consulting with the team suggested two objective functions: the av-
erage back angle at peak and the range of the back angle at peak (the difference between
the maximum and mininum back angle at peak at the two noise conditions to be tested).
Both of these are objectives to be minimized. Together these two metrics would provide
deeper insight into the behavior of the system than either one alone.

Step 3: Develop the Experimental Plan

Statisticians have developed many types of efficient experimental plans. These plans lay
out how to vary the facior levels (values of the control factors and possibly also some
of the noise factors) in a series of experiments in order to explore the system’s behavior.
Some DOE plans are more efficient for characterizing certain types of systems, while
others provide more complete analysis.

Experimental Designs

A critical concern in designing experiments is the cost of setting up and running the
experimental trials. In situations where this cost is low, running a large number of trials
and using an experimental design with resolution high enough to explore more factors,
factor combinations, and interactions may be feasible. On the other hand, when the cost
of experimentation is high, efficient DOE plans can be used that simuitancously change
several factors at once. Some of the most popular experimental designs are listed below
and depicted in Exhibit 13-4, Each one has important uses.

* Full factorial: This design involves the systematic exploration of every combination of
levels of each factor. This allows the team to identify all of the multifactor interaction
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Full-Factorial Matrix

/2 Fractional Factorial Matrix
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Saurce: Fractonal factorial layouts adapied from Ross (1996}

EXHIBIT 43-4  Several alternative experimental plans for seven factors (A, B, C, D, E, E and G} at two levels
each. The full-factorial experiment contains 27 = 128 trials, while the L8 orthogonal array design contains only 8 trials,
denoted by the X marks in the matrices. The L8 orthogonal array plan i5 the one used for the seat belt experiment and is

shown in conventional row/cohimn format in Exhibit 13-5.
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effects, in addition to the primary (main) effect of each factor on performance. This
type of experiment 1§ generally practical only for a small namber of factors and levels
and when experiments are inexpensive {as with fast software-based simulations or very
fiexibie hardware). For an investigation of & factors at » levels each, the number of trials
in the full-factorial experiment is n¥. Full factorial experimentation is typically infea-
sible for an experiment with greater than four to five factors.

« Fractional factorial: This design uses only a small fraction of the combinations used
above. In exchange for this efficiency, the ability to compute the magnitudes of all the
interaction effects e sacrificed. Instead, the intersctions are confounded with other
mteractions or with some of the main factor effects. Note that the fractional factorial
layout still maintains balance within the experimental plan. This means that for the
several trials at any given factor level, each of the other factors is tested at every level
the same number of times.

© Orthogonal array: This design is the smallest fractional factorial plan that still allows
the team to identify the main effects of each factor. However, these main effects
are confounded with many interaction effects. Nevertheless, orthogonal array layouts
are widely utilized in technical nvestigations because they are extremely efficient.
Taguchi popularized the orthogonal array DOE approach, even though statisticians
had developed such plans several decades earlier and the roots of these designs can
be traced back many centuries. Orthogonal array plans are named according fo the
number of rows (experiments) in the array: L4, LE, 1.9, L.27, and so on. The appendix
to this chapter shows several orthogonal array experimental plans.

* {ne factor af o fime: This 1s an unbalanced experimental plan because each trial 1s
conducted with all but one of the factors at nominal levels (and the first trial having all
the factors at the nominal level). This is generally considered to be an ineffective way
to explore the factor space, even though the number of trials is gmall, T+ &k (n — 1}
However, for parameter optimization in systems with significant interactions, an adap-
tive version of the one-at-a-time experimental plan has been shown to be generally
more efficient than orthogonal array plans (Frey et al., 2003).

The Ford team chose to use the L8 orthogonal array experiment design because this plan
would be an efficient way to explore seven factors at two levels each. Subsequent rounds
of experimentation could later be used to explore additional levels of key parameters as
well as interaction effects if necessary. The orthogonal array experimental plan is shown
n Exhibit 13-5,

Testing Noise Factors

Several methods are used to explore the effects of noise factors in experiments. If some
noise factors can be controlled for the purpose of the experiment, then it may be possibie
to directly assess the effect of these noise factors. If the noise factors cannot be controlied
during the experiment, we allow the noise to vary naturally and simply assess the prod-
uct’s performance in the presence of noise. Some common ways to test noise factors are;

+ Assign additional columns in the orthogonal array or fractional factorial layout to the
noise factors, essentially treating the noise as another variable. This allows the effects
of the noise factors to be determined along with the control factors.
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EXHIBIT 13-5
Factor
assignments

and the 1.8
orthogonal array
experiment
design used for
the seat belt
experiment. This
DOE plan tests
seven factors af
two levels each.
Each row was
replicated twice,
under the two
compounded
noise conditions,
yielding 16 test
data points for
analysis.

Factor Description

A Belt webbing stiffness: Compliance characteristic of the webbing measured in 2
tensile load machine

B Belt webbing friction: Coefficient of friction, which is a function of the belt weave
and surface coating

< Lap belt force limiter: Allows controlled release of the seat belt at a certain force level

D Upper anchorage stiffness: Compliance characteristic of the structure to which the
upper anchorage (D-loop) is mounted

E Buckle cable stiffness: Compliance characteristic of the cables by which the buckle

is attached to the vehicle body

F Eront seathback bolster: Profile and stifiness of seat back where the knees may contact
G Tongue friction: Coefficient of friction for the bearing area of the tongue which slides
along the webbing
A B Lo 8] E F G M- N+
1 1 1 1 1 1 1 1
2 1 1 1 2 2 2 2
3 1 2 2 1 1 2 2z
4 1 2 2 2 Z 1 1
5 2 1 2 1 2 1 2
) 2 1 2 2 1 2 1
7 2 2 1 1 2 2 1
8 z 2 1 2 1 1 2

« Use an outer array for the noise factors. This method tests several combinations of the
noise factors for each row in the main (inner) array. An example of this approach is
shown in the appendix, where the outer array consists of an L4 design, testing combi-
nations of three noise factors by replicating each row four times.

« Run replicates of each row, allowing the noise to vary in a natural, uncontrotied man-
ner throughout the experiment, resulting in measurable variance in performance for
each row. With this approach, it is particularly important to randomize the order of the
trials so that any trends in the noise are unlikely to be correlated with the systematic
changes in the confrol factors. (See step 4.)

s Run replicates of each row with compounded noise. In this method, selected noise fac-
tors are combined to create several representative noise conditions or extreme noise
conditions. This approach also yields measurabie variance for each row, which can be
atiributed to the effect of noise.

The Ford team chose to utilize the compounded noise approach in the seat belt experi-
ment. The team tested each row using the two combinations of the three noise factors
representing the best- and worst-case conditions, This resulted in 16 experimental runs for
the L8 DOE plan, as shown in Exhibit 13-5.
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A B C D E F G f- M Avg  Range
1 1 1 1 1 1 1 1 0.3403 02915 | 03159  (.0488
2 1 i 1 2 2 2 2 04608 03984 | 04296 0.0624
3 1 2 2 1 1 2 2 0.3682  0.3627 | D.3655 00055
4 1 2 2 2 2 t 1 0.2961 0.2647 1 0.2804  0.0314
5 2z 1 2 1 Z [ 2 0.4450 04398 | 0.4424  0.0052
é 2 1 Z 2 1 2 1 0.3517 03538 | 0.3528 ©0.0021
7 2 2 1 1 2 2 1 0.3758 0.3580 | 0.3649 00178
g 2 2 1 2 1 1 2 0.4504 04076 | 04290 00428

EXHIBIT 13-6  Data obtained from the seat belt experiment.

Step 4: Run the Experiment

To execute the experiment, the product is tested under the various treatment conditions
described by each row in the experimental plan. Randomizing the sequence of the ex-
perimental runs ensures that any systematic trend over the duration of the experiment is
not correlated with the systematic changes to the levels of the factors. For example, if the
experiments of the L8 plan are not randomized, and the test conditions drift over time,
this effect may be incorrectly attributed to factor A sinee this colamn changes halfway
through the experiment. For some experiments, changing certain factors may be so dif-
ficult that all triais at each level of that factor are run together and only partial randomiza-
tion may be achieved. In practice, randomize the trials whenever practical, and when not
possible, validate the results with a confirmation run. (See step 6.)

In the seat belt experiment, each of the eight factor combinations in the L8 design was
tested under the two compounded noise conditions. The 16 data points containing the
back angle data are shown in Exhibit 13-6 in the columns titled N— and N+,

Step 5: Conduct the Analysis

There are many ways to analyze the experimental data. For all but the most basic analysis, the
team benefits from consulting with 2 DOE expert or from referring to a good book on statis-
tical analysis and experimental design. The basic analytical method is summarized here.

Computing the Objective Function

The team will have already devised the objective functions for the experiment and will gen-
erally have an objective related to the mean performance and the variance in performance.
Sometimes the mean and variance will be combined and expressed as a single objective in
the form of a signal-to-noise ratio. The values of the objective function can be computed for
each row of the experiment. For the seat belt experiment, the columns on the right side of the
table in Exhibit 13-6 show the computed objective function values (average back angle and
range of back angle) for each row. Recall that these are both objectives to be minimized.
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EXHIBIT 13-7
Factor effects
charts for

the seat beht
experiment.

Computing Factor Effects by Analysis of Means

The most straightforward analysis to conduct will simply vield the main effect of each
factor assigned to a column in the experiment. These main effects are called the facfor
effects. The analysis of means involves simply averaging all the computed objective func-
tions for each factor level. In the L8 DOE example, the effect of factor level Al (factor A
at level 1) is the average of trials 1, 2, 3, and 4. Similarly, the effect of factor level E2 is
the average of trials 2, 4, 5, and 7. The results of an analysis of means are conventionally
shown on factor effects charts.

Exhibit 13-7 presents the factor effects charts for the seat belt example. These effects
are plotied for each of the objective functions. Exhibit 13-7(a) plots the average perfor-
mance at each factor level (the first objective function). This chart shows which factor lev-
els can be used to raise or lower the mean performance. Recall that back angle at peak 18 £0
be minimized, and note that the chart suggests that factor levels [A1 B2 C2 El Fi1Gliwill
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minimize the average back angie metric. (Factor D appears to have no effect upon mean
performance.) However, these levels will not necessarily achieve robust performance.
Exhibit 13-7(b) is based on the range of performance at each factor level {the second ob-
jective function), This chart suggests that levels [A2 B2 €2 D1 El1 F2 G1} will minimize
the range of back angle at peak.

Taguchs recommends that the signal-to-noise ratio for each factor level be plotted in order
to identify robust setpoints, Since the signal-fo-noise ratio includes the mean performance
in the numerator and the variance in the denominator, it represemnts a combination of these
two objectives or a trade-off between them. Rather than specifically plotting the signal-to-
noise ratio, many engineers and statisticians prefer o simply interpret the two objectives
together, giving more controf over the trade-off. To do so, the factor effects charts shown in
Exhibit 13-7 can be compared in order to choose a robust setpoint in the next step.

Step 6: Select and Confirm Factor Setpoints

Analysis of means and the factor effects charts help the team determine which factors
have a strong effect on mean performance and variance, and therefore how fo achieve
robust performance. These charts help to identify which factors are best able to reduce
the product’s variance (robustness factors) and which factors can be used to improve the
performance (scaling factors). By choosing setpoints based on these insights, the team
should be able to improve the overall robustress of the product,

For example, cousider the effects of factor A on both average and range of back angle
in the experiment. The charts in Exhibit 13-7 show that level Al would minimize back
angle, but level AZ would minimize the range of back angle, representing a trade-off be-
tween performance and robustness. A similar trade-off is evident in factor F. However, for
factors B, C, D, E, and G, there is no such trade-off, and levels B2, C2, D, El, and G1
minimize both objectives.

Using facters B, C, DL E, and G to achieve the desired robustness and factors A and F
to increase performance, Ford engineers selected the setpoint [A1 B2 C2 DI El FI Gl1].
As is usually the case, the chosen setpoint is not one of the eight orthoponal array rows
tested in the experiment. Given that this setpoint has never been tested, a confirmation run
should be used to ensure that the expected robust performance has been achieved.

Step 7: Reflect and Repeat

One round of experiments may be sufficient fo identify appropriately robust setpoints,
Sometimes, however, further optimization of the product’s performance is worthwhile,
and this may require several additional rounds of experimentation.

In subsequent experimentation and testing, the team may cheose to!

+ Reconsider the setpoints chosen for factors displaying a trade-off of performance ver-
sus robustness.

* Explore interactions among some of the factors in order to further improve the
performance.

+ Fine-tune the parameter sefpoints using values between the levels tested or outside this
range.
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Caveats

+ Investigate other noise and/or control factors that were not included in the initial
experiment,

As with all product development activities, the team should take some time to reflect on
the DOE process and the robust design result. Did we run the right experiments? Did we
achieve an acceptable result? Could it be better? Should we repeat the process and seek
further performance/robustness improvement?

Design of experiments is a well-established field of expertise. This chapter summarizes
only one very basic approach in order to encourage the use of experimentation in product
design to achieve more robust product performance. Most product development teams
should include team members with DOE training or have access to engineers and/or stat-
isticians with specialized expertise in design and analysis of experiments.

Obviously many assumptions underlie the type of analysis used in DOE. One basic as-
sumption made in interpreting analysis of means is that the factor effects are independent,
without interactions across the factors. In fact, most actual systems exhibit many interac-
tions, but these interactions are often smaller than the main effects. Verification of this as-
sumption is another motive for running confirming experiments at the chosen setpoints.

If necessary, experiments can be designed to specifically test interaction effects. This
type of experiment is cutside the scope of this chapter. DOE texts generally provide a
number of ways to explore interactions across the factors, including the following:

«  Assign specific interactions to be explored in certain columns of the orthogonal array
(instead of using the column for a control factor).

+ Execute a larger fractional factorial design.
« Use an adaptive one-at-a-time experimental plan (Frey et al,, 2003).

Many advanced graphical and analytical techniques are available to assist in interpreta-
tion of the experimental data. Analysis of variance (ANOVA) provides a way to assess the
significance of the factor effects results in light of the experimental error observed in the
data. ANOVA takes into account the number of observations made of each degree of free-
dom in the experiment and the scale of the results to determine whether each effect is sta-
tistically significant. This helps determine to what extent detailed design decisions should
be based on the experimental results. However, ANOVA makes many more assumptions
and can be difficult to set up properly, so it is also beyond the scope of this chapter. Refer
to a DOE text (Ross, 1996; Montgomery, 2007) or consult with a DOE expert to assist
with ANOVA.

Summary

Robust design is a set of engineering design methods used to create robust products and
processes.

* A robust product (or process) is one that performs properly even in the presence
of noise effects. Noises are due to many kinds of uncontrolled variation that may affect
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performance, such as manufacturing variations, operating conditions, and product
deterioration.

* We suggest an approach to the development of robust products based on design of ex-
periments (DOE). This seven-step process for robust design is:

1. Identify controf factors, noise factors, and performance metrics.
2. Formulate an objective function.

3. Develop the experimental plan.

4. Run the experiment.

5. Conduet the analysis.

6. Select and confirm factor setpoints.

7. Reflect and repeat.

* Orthogonal array experimental plans provide a very efficient method for exploring the
main effects of each factor chosen for the experiment.

» To achieve robust performance, use of objective functions helps in capturing both mean
performance due to each control factor and variance of performance due to noise factors.

¢ Analysis of means and factor effects charts facilitate the choice of robust parameter
setpoints,

* Because many nuances are involved in successful DOE, most teams applying these
methods will benefit from assistance by a DOE expert.
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Exercises

1. Design an experiment to determine a robust process for making coffee.
2. Explain why the 1/4-fractional-factorial and orthogonal array plans shown in Exhibit 13-4
are balanced.

3. Formulate an appropriate signal-to-noise ratio for the seat belt experiment. Analyze the
experimental data using this metric. Is signal-to-noise ratio 2 usefu] objective function
in this case? Why or why not?

Thought Questions

1. If you are able to afford a larger experiment (with more runs), how might you best uti-
lize the additional runs?

2. When would you choose not to randomize the order of the experiments? How would
yoi: guard against bias?

3. Explain the importance of balance in an experimental plan.
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Appendix

Orthogonal Arrays

DOE texts provide several orthogonal array plans for experiments. The simplest arrays are
for two-level and three-level factor experiments, Using advanced techniques, DOE plans
can also be created for mixed two-, three-, and/or four-leve! factor experiments and many
other special situations. This appendix shows some of the basic orthogonal arrays from
Taguchi’s text Introduction to Quality Engineering (1986). These plans are shown in row/
column format, with the factor level assignments in the columns and the experimental
runs in the rows. The numbers 1, 2, and 3 in each cell indicate the factor levels. {Alterna-
tively, factor fevels can be labeled as — and + for two-level factors or -, 0, and + for three
levels.) Recall that the orthogonal arrays are named according to the number of rows in
the design. Inciuded here are the two-leve) arrays L4, L8, and L16 and the three-level
arrays L9 and 1.27. Also shown is a DOE plan using the L8 inner array for seven control
factors and the L4 outer array for three noise factors. This plan allows analysis of the ef-
fects of the three noise factors.

Two-Level Orthogonal Arrays

L4: 3 Factors at 2 Levels Each

A B Lol
1 1 1 1
2 1 Z 2
3 1 2
4 2z 2 1

L8: 7 Factors at 2 Levels Each

A B c D E F G
1 1 1 1 1 1 1 1
2 1 1 1 2 2 2 2
3 1 2 2 1 1 2 2
4 1 2z 2 2 2 1 1
5 2 1 2 1 2 1 e
& 2z 1 2 2 1 2 1
7 2 2 1 1 2 2 1
g 2 2 1 2 t 1 2
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L16: 15 Factors at 2 Levels Each

MIN|O

L

10
14

12
13
14
15

16

Three-Level Orthogonal Arrays

4 Factors at 3 Levels Each

-
.

L9
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£27: 13 Factors at 3 Levels Each

10
11
12
13
14
15
16
17
18
19
20
21

22

23

24

25

26

27




286 Chapter 13

Combined Inner and Outer Arrays

L8 x L4: 7 Cantrol Factors and 3 Noise Factors at 2 Levels Each

4 % Ma

4 2 Nb

A B C B E F G 1 2 Ne
4 1 1 1 1 1 1 1
2 1 1 1 2 Z 2 2
3 1 2 2 1 1 2 2
4 1 2 2 2 Z 1 1
5 2 1 2 1 2 1 2
& 2 1 2 2 1 Z 1
7 2 2 1 1 2 2 1
8 2 2 1 2 1 1 2
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Hot beverage insulating sleeve by David W, Coffin Sr. {US. Patent 5,205,473},
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David Coffin, an individual inventor, developed a product concept and prototype for an
insulating sleeve that wounld malke a hot beverage cup more comfortable to hold (Exhibit
14-1). The product opportunity arose n the 1980s after many food vendors had aban-
doned polystyrene foam hot beverage cups in favor of paper cups. The inventor was
interested in commerciatization and/or Heensing his invention and sought protection of
the intellectual property that he had created. This chapter provides an overview of intel-
lectual property in the context of product development and provides specific guidance
for preparing an invention disclosure or provisional patent application.

Within the context of product development, the term ntellectual properiy refers (o
the legally protectable ideas, concepts, names, designs, and processes associated with a
new product. Intellectual property can be one of the most vatughle assets of firms. Unlike
physical property, intellectual property cannot be secured with lock and key to prevent its
unwanted transfar. Therefore, legal mechanisms have been developed to protect the rights
of intellectual property owners. These mechanisms are mtended to provide an incentive
and reward to those who create new useful inventions, while at the same fine encourag-
ing the dissemination of mformation for the long-run benefit of society.

What s Intellectual Property?

Four types of intellectual property are relevant to product design and development.
Exhibit 14-2 presents a taxonomy of types of intellectual property. Although some areas
overlap, and all four types of intellectual property may be present in a single product, &
particular invention usually falls into one of these categories.

«  Patent: A patent is a temporary monopoly granted by a government to an rventor
to exclude others from using an invention. Tn the United States, a patent expires
20 years from the {iling date. Most of the balance of this chapter focuses on patents.

o Trademark: A trademark is an exclusive right granted by a government to a trademark
owner to use a specific name or symbol in association with a class of products or
services. In the context of product development, trademarks are typically brands or
product names. For example, Javafocket is a trademark for an insulated cup holder,
and companies other than Java Jacket, Inc., may not make unauthorized use of the
word Javalacket to refer to their own cup-holder products. In the United States,
registration of a trademark is possible, but not strictly necessary to preserve the
trademark rights. In most other countries, the rights of a trademark are gained
through registration.

. Trade secret: A trade secret is information used in a trade or business that offers its
owner a competitive advantage and that can be kept secret. A trade secret is not a right
conferred by a government but is the result of vigilance on the part of an organization
in preventing the dissemination of its proprietary information. Perhaps the most fa-
mous trade secret is the formula for the beverage Coca-Cola.

» Copyright: A copyright is an exclusive right granted by a government to copy and
distribute an original work of expression, whether literature, graphics, rmusic, art, en-
tertainment, or software, Registration of & copyright is possible but not necessary., A
copyright comes into being upon the first tangible expression of the work and lasts for
up fo 95 years.
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Intellectual Property

l

Patents
Utility | Design Plant Trade
Patents Patents | Patents Trademarks Copyright Secret

Produci Design
- »:Deveispment’ <

Fig 10

1. Useful Ornamental New Word or Original Proprietary
2. Novel Design Only Plant Symbol Work of and Useful
3. Nonobvious Expression

may be registered, but

not registered
not necessary 9

requires formal application

EXHIBIT 14-2 Taxonomy of types of intellectual property relevant to product design and development.

This chapter focuses on patents. Appendix A to this chapter briefly discusses trademarks.
We do not devote substantial attention here to copyrights and frade secrets, but several
references to other resources appear at the end of the chapter.

Overview of Patents

For most engineered goods, two basic types of patents are relevant: design patents and
utility patents. (A third type of patent covers plants.) Design patents provide the legal
right to exclude someone from producing and selling a product with the identical or-
namental design described by the design patent, A design patent can be thought of as a
“copyright” for the ornamental design of a product. Because design patents must be lim-
ited to ornamental design, for most engineered goods, design patents are of very limited
value, For this reason, the chapter focuses further on utility patents.

Patent law in most of the world evolved from English law and so patent laws in differ-
ent countries are somewhat similar. This chapter uses U.S. law as a reference point, and so
readers with intentions to obtain patents in other countries should carefully investigate the
iaws in those countries.
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Utility Patents

United States law allows for patenting of an invention that relates to a new process, ma-
chine, article of manufacture, composition of matter, or a new and yseful improvement of
one of these things. Fortunately, these categories include almost all inventions embodied
by new products. Note that inventions embaodied in software are sometimes patented but
nsually the invention is described as a process or machine. Exhibit 14-3 shows the furst
page of a patent for the insulating sleeve invented by Coffin.

In addition, the faw requires that patented inventions be:

Useful: The patented invention must be useful to someone in some context.

< Novel: Novel inventions are those that are not known publicly and therefore are not
evident in existing products, publications, or prior patents. The definition of novelty re-
lates to disclosures of the actual invention to be patented as well. In the United States,
an invention to be patented must not have been revealed to the public more than a year
vefore the patent is filed.

o Nongbvious: Patent law defines obvious inventions as those that would be clearly evi-
dent to those with “ordinary skill in the art” who faced the same problem as the inventor.

Usefulness is rarety a hurdle to obtaining a patent. However, the requirements that an
invention be novel and nonobvious are the most common barriers to obtaining a patent.

About two-thirds of applications filed for patents result in issued patents. However, an
issued patent is not necessarily valid. A patent may be challenged in a government court
by a competitor at some point in the future. The validity of a patent is determined by,
among other factors, the adequacy of the description in the patent and the novelty of the
invention relative to the prior art, A tiny fraction of patents—a few hundred per year in
the United States—are ever chalienged in court. Of those challenged in recent years, just
over haif have been found to be valid.

An inventor associated with a patent is a person who actually created the mvention
individually or in collaboration with other inventors. In some cases the inventor is also the
owner of the intellectual property. However, in most cases, the patent is assigned to some
other entity, usually the inventor’s employer. The actual intellectual property rights associ-
ated with a patent belong to the owner of the patent and not necessarily to the inventor.
(Appendix B to this chapter provides some advice to individual inventors interested in
commercializing their inventions.}

A patent owner has the right o exclude others from using, making, selling, or impert-
ing an infringing product, This is an offensive right, which requires that the patent owner
sue the infringer. There are also defensive rights associated with patents. Any invention
described in a patent, whether part of the claimed invention or not, is considered by the
Jegal system to be known publicly and forms part of the prior art. This disclosure is a de-
fensive act blocking a competitor from patenting the disclosed invention,

Preparing a Disclosure

This chapter is focused on a process for preparing an invention disclosure-—in essence a
detailed description of an invention, This disclosure will be in the form of a patent appli-
cation, which can serve as a provisional patent application and with relatively little addi-
tional work could be a regular patent application, It is possible, even typical, for a patent
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Coffin, Sr. {451  Date of Patent: Apr, 27, 1993
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EXHIBIT 14-3  The first page of U.S. Patent 5,205,473,

U8, PATENT DOCUMENTS

1,732,322 16/1929 Wilsometal. ...... 226/DIG. 30
L7TE765 771930 Bemsoni............... 129/4.5
2,166,828 12/194% Sykes............... 228115 B
2,360,473 11/1942 Winkle............... 238/4.5
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2,641,462  6/1953 Broum............... 229/4.%
2,661,889 12/1953 Phinmey.............. 129/4.58

Primary Examiner—Gary E. Elkins
Attorney, Agent, or Firm—Synnestvedt & Lochner
573 ABSTRACT

Cerrugated beverage eontainers and holders ave which
employ recyelable materials, but provide fluthsg structures
for containing insulating air. These products are easy &
old and have a lesser Impact on the epvironment than
pelystyrene coniainers,
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attorney to do much of the work described in the chapter. However, our belief is that hav-
ing the inventor draft a detailed disclosure is the best way to communicate the inventor’s
knowledge, even though in most cases a patent attorney will revise the disclosure to
prepare the formal patent application. Although many readers will be able to complete a
provisional patent application from the guidance provided here, this chapter is not a sub-
stitute for competent legal advice. Inventors pursuing serious commercial opportunities
should consult with a patent attorney after preparing their disclosure.
The steps in the process are:

. Formulate a strategy and plan.
. Study prior inventions.
. Outline claims.

. Refine claims.

I
2
3
4, Write the description of the invention.
5
6. Pursue application,

7

. Reflect on the results and the process,

Step 1: Formulate a Strategy and Plan

In formulating a patent strategy and plan, a product development team must decide on
the timing of the filing of a patent application, the type of application to be filed, and the
scope of the application.

Timing of Patent Applications

Legally, a U.S. patent application must be filed within one year of the first public disclo-
sure of an invention, In much of the rest of the world, a patent must be filed before any
public disclosure or within one year of filing a US. application, so long as the U.S. appli-
cation is filed before public disclosure, In most cases, public disclosure is a description of
the invention to an individual or group of people who are not obligated to keep the inven-
tion confidential, Examples of such disclosure include: publication of invention details in
a magazine or journal, presentation of a product at a trade show, display of the invention
on a publicly accessible web site, or test marketing of a product. (Most experts agree that
a student’s class presentation of an invention is not public disclosure, as long as the class
members have agreed to preserve the confidentiality of the invention and as long as mem-
bers of the general public are not present.) We strongly recommend that inventors file pat-
ent applications before any public disclosure. This action ensures that the option to file an
international patent is preserved for one year. Fortunately, a provisional patent application
may be filed at relatively little expense to preserve these rights.

Although we recommend that filing precede public disclosure, the inventor usually
benefits by delaying the application until just before such disclosure. The principal
advantage to waiting as long as possible is that the inventor has as much knowledge as
possible about the invention and its commercialization. Very often what the inventor be-
lieves are the key features of an invention early in the innovation process turn out fo be
less important than refinements developed later in the innovation process. By waiting,
the inventor can ensure that the most important elements of the invention are captured in
the patent application.
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The US. patent systens grants priority among competing patent applications based on
the date of invention, whereas the patent systems in much of the rest of the world grant
priority based on the date of the patent application. Therefore, in the United States, inventors
should carefully docurnent the date of their inventions. This is best done by describing an
invention i a bound notebook and then having a witness sign and date cach page.

Type of Application

A team faces two basic choices about the type of patent application to he pursued. First, the
team must decide whether to file a regular patent application or a provisional patent appli-
cation. Second, the team must decide whether to pursue domestic and/or foreign patents,

A regular patent application was the only option available to an inventor in the United
States until substantial changes were made to patent law in 1995, Under current US, patent
law, an inventor may file a provisional patent application, A provisional patent application
needs only to fully describe the invention. it does not need to contain claims or comply with
the formal structure and Janguage of a regular patent application. The principal advantage of
a provisional patent application is that it requires less cost and effort to prepare and file than
a vegular patent application, but it preserves all options to pursue further patent filings for
a period of one year. Once a provisional patent application has been filed, 2 company may
label its products “patent pending” and it retaing the right to file a foreign patent applica-
tion and/or 2 regular patent application. The only fundamenta) disadvantage of a provisional
patent application is that it delays the eventual issuance of a patent by up to one year, as the
process of examining a patent application does not begin until a regular patent application
is filed. Another possible disadvantage is that the preliminary nature of a provisional pat-
ent apphication may lead to the use of less care in preparing the description of the invention
than might be the case with a regular application. The description of the invention must be
complete in a provisional patent application, and the regular patent application that follows
cannot contain features that were not described in the provisional application.

Filing patents mternationally is expensive and somewhat complex. The team should
therefore consult with a patent professional ahout international patent strategy, as patent
taw varies somewhat from country fo country, To obtain foreign patent rights, an applica-
tion must eventually be filed in each country in which a patent is sought. (The Furopean
Commusity, however, acts as a single entity with respect to patent filing.) Foreign ap-
plications can be expensive, costing up to $15,000 per country for filing fees, translation
fees, and patent sgent fees,

The expense of filing for foreign patenis can be delayed, generally by 30 months,
by filing & Patent Cooperation Treaty (PCT) application. A PCT application is filed n
one country {e.g., the United States) but is designated as a PCT application, which is
the beginning of a process by which forsign patents can he pursued. A PCT application
costs only skightly more than a regular patent application in filing fees, but it allows for
a substantial delay before application fees must be paid in the countries in which foreign
patents are sought.

The provisional patent application and the PCT application together provide a vehicle
for a small company or individual inventor to preserve most patent rights with relatively
little cost. A typical strategy is to file a provisional patent application before any public
disclosure of the invention; then, within one year, to file a PCT application with the U.S,
patent office; then, when forced to act or shandon the application at some point in the
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future (usuaily a year or more away), 10 pursue actual foreign applications. This strategy
allows a delay of two or more years before substantial legal and application fees must be
paid. During this period, the team can assess the true commercial potential of the products
embodying the invention and can estimate the value of more extensive patent protection.

Scope of Application

The team should evaiuate the overall product design and decide which elements embody
inventions that are likely to be patentable. Typically the process of reviewing the product
design will result in a list of elements that the team considers to be novel and nonobvious.
The team should focus on those elements that present substantial barriers to competition,
which are typically the elements that in the opinion of the team represent a substantial im-
provement over the publicly known methods of addressing similar problems.

Complex products often embody several inventions. For example, a printer may em-
body nevel signal processing methods and novel paper handling techniques. Sometimies
these inventions fall into very different classes within the patent system. As a result, a
product development team may need to file multiple applications corresponding to the
distinct classes of invention. For simple products or for products that embody a single
type of invention, a single patent application usually suffices. The decision about whether
to divide an application into multiple parts is complex and is best made in consultation
with a patent attorney. However, all intellectual property rights are preserved even if a
patent application is filed that contains multiple classes of inventions. In such cases, the
patent office will inform the inventor that the application must be divided.

While defining the scope of the patent, the team should also consider who the inven-
tors are. An inventor is a person who contributed substantially to the creation of the
invention. The definition of an inventor for the purposes of patent law is subjective. For
example, 2 technician who only ran experiments would not typically be an inventor, but a
technician who ran experiments and then devised a solution to an observed problem with
the device could be considered an inventor. There is no limit to the number of inventors
named in a patent application. We believe that product development and invention are
most often team efforts and that many members of the team who participated in concept
generation and the subsequent design activities could be considered inventors. Failing to
name a person who is an inventor can resuit in a patent being deciared not vakid.

Step 2: Study Prior Inventions

There are three key reasons for studying prior inventions, the so-called prior art. First,
by studying the prior patent literature, design teams can learn whether an invention may
infringe on existing unexpired patents. Although there is no legal barrier to patenting an
invention that infringes on an existing patent, if anyone manufactures, sells, or uses a
product that infringes upon an existing patent without a license, the patent owner may su¢
for damages. Second, by studying the prior art, the inventors get a sense of how similar
their invention is to prior inventions and therefore how likely they are to be granted a
broad patent. Third, the team will develop background knowledge enabling the members
to craft novel claims.

In the course of product development efforts, most teams accumulate a variety of refer-
ences to prior inventions. Some of the sources of information on prior inventions include:
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The U.S. patent system grants priority among competing patent applications based on
the date of tnvention, whereas the patent systems in mach of the rest of the world grant
priority based on the date of the patent application. Therefore. in the United States, inventors
- should carefully document the date of their mventions. This is best done by deseribing an
mvention mn a2 bound notebook and then having a witness sign and date cach page.

Type of Application

A team faces two basic choices about the type of patent application to be pursued. First, the
team must decide whether to file a regular patent application or a provisional patent appli-
cation. Second, the team must decide whether to pursue domestic and/or foreign patents.

A regular patent application was the only option available to an inventor in the United
States until substantial changes were made to patent law in 1995, Under current UL, patent
law, an inventor may file a provisional patent apphication. A provisional patent application
needs only to fully describe the invention. It does not need fo contain claims or comply with
the formal structare and language of & regular patent apphication. The principal advantage of
a provisional patent application is that it requires less cost and effort to prepare and file than
a regular patent application, but it preserves all options to pursue further patent filings for
a period of one year. Once @ provisional patent application has been filed, a company may
label its products “patent pending.” and it retains the right to file a foreign patent applica-
tion and/or a regular patent application. The only fundamental disadvantage of a provisional
patent application is that it delays the eventual issuance of a patent by up to one year, as the
process of examining a patent application does not begin until a regular patent application
is filed. Another possible disadvantage is that the preliminary nature of a provisional pat-
ent application may lead to the use of Jess care in preparing the description of the invention
than might be the case with & regular application. The description of the invention must be
complete in & provisional patent application, and the regular patent application that follows
cannot contain features that were not described in the provisional application. _

Fliing patents internationally is expensive and somewhat complex. The team should
therefore consult with a patent professional about international patent strategy, as patent
law varies somewhat from country to country. To obtain foreign patent rights, an applica-
tion must eventually be filed in each country in which a patent is sought. (The European
Community, however, acts as a single entity with respect to patent filing.} Foreign ap-
plications can be expensive, costing up to $15,000 per country for filing fees, translation
fees, and patent agent fees.

The expense of filing for foreign patents can be delayed, generally by 30 months,
by filing a Putent Cooperation Treaty (PCT) application. A PCT application is filed in
one country (e.g., the United States) but is designated as a PCT application, which is
the beginning of a process by which foreign patents can be pursued. A PCT application
costs only slightly more than a regular patent application in filing fees, but it allows for
a substantial delay before application fees must be paid in the countries in which foreign
patents are sought,

- The provisional patent application and the PCT application together provide a vehicle
for a small company or individual inventor to preserve most patent rights with relatively
little cost. A typical strategy is to file a provisional patent application before any public
disclosure of the invention; then, within one vear, to file a POT application with the US.
patent office; then, when forced to act or abandon the application at some point in the
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future (usually a year or more away), {0 pursue actual foreign applications. This strategy
allows a delay of two or more years before substantial legal and application fees must be
paid. During this period, the team can assess the true commercial potential of the products
embodying the invention and can estimate the valae of more extensive patent protection.

Scope of Application

The team should evaluate the overall product design and decide which elements embody
inventions that are likely to be patentable. Typically the process of reviewing the product
design will result in a list'of elements ¢hat the team considers to be novel and nonobvious.
The team should focus on those elements that present substantial barriers to competition,
which are typically the elements that in the opinion of the team represent a substantial im-
provement over the publicly known methods of addressing similar problems.

Complex products often embody several inventions. For example, a printer may em-
body novel signal processing methods and novel paper handling techniques. Sometimes
these inventions fall mto very different classes within the patent system. As a result, a
product development team may need to file multipie applications corresponding to the
distinct classes of invention. For simple products or for products that embody a single
type of invention, a single patent application usually suffices. The decision about whether
to divide an application into multiple parts is complex and is best made in consultation
with a patent attorney. However, all intellectual property tights are preserved even if a
patent application is filed that contains multiple classes of inventions. In such cases, the
patent office will inform the inventor that the application must be divided.

While defining the scope of the patent, the team should also consider who the inven-
tors are. An inventor is a person who contributed substantially to the creation of the
invention. The definition of an inventor for the purposes of patent law is subjective. For
example, a technician who only ran experiments would not typically be an inventor, but a
technician who ran experiments and then devised a solution to an observed problem with
the device could be considered an inventor. There is no limit to the number of inventors
named in a patent application. We believe that product development and invention are
most ofien team efforts and that many members of the team who participated in concept
generation and the subsequent design activities could be considered inventors. Failing to
name a person who is an inventor can result in 2 patent being declared not valid.

Step 2: Study Prior Inventions

There are three key reasons for stydying prior inventions, the so-called prior art. First,
by studying the prior patent literature, design teams can learn whether an invention may
infringe on existing unexpired patents. Although there is no legal barrier to patenting an
invention that infringes on an existing patent, if anyone manufactures, sells, or uses a
product that infringes upon an existing patent without a license, the patent Gwner may sue
for damages. Second, by studying the prior art, the inventors get a sense of how similar
their invention is to prior inventions and therefore how likely they are to be granted a
broad patent. Third, the team will develop background knowledge enabling the members
to craft novel claims. .

In the course of product development efforts, most teams accumulate a variety of refer-
ences to prior inventions. Some of the sources of information on prior inventions include:
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* Existing and historical product literature.
»  Patent searches,
« Technical and trade publications,

Several good online reference sources can be used for searching patents. Simple kevword
searches are often sufficient to find most relevant patents. It is important for the team to
keep a file containing the prior art they are aware of. This information must be provided
to the patent office shortly after filing the patent application.

In the Coffin patent for the cup holder shown in Exhibit 14-1, references to 19 other
U.S. patents are cited along with a reference fo a book. {The references cited by the inven-
tor and by the patent examiner are listed on the first page of a patent. The first page of the
Coffin patent is reproduced as Exhibit 14-3.) Among the prior art for the Coffin patent, for
example, s a 1930 patent by Benson (1,771,765; “Waterproof Paper Receptacle”) in which
a corrugated holder insulates a paper liner cup. The Benson patent describes a cup holder
that fits underneath and mto the bottom of the liner cup, This is one reason that the inven-
tion in the Coffin patent is described as a tube with an opening at the top and botiom.

Step 3: Qutline Claims

Issuance of a patent gives the owner a legal right to exclude others from infringing on
the invention specifically described in the patent’s claims. Claims describe certain char-
acteristics of the invention; they are written in formal legal language and must adhere fo
some rules of composition. In step 5 we describe how the formal legal language works,
However, at this point in the process of preparing the disclosure, the team bhenefits from
thinking carefully about what it believes is unique about the invention. We therefore rec-
ommend that the team outline the claims. Don’t worry about legal precision at this point.
Instead, malke a list of the features and characteristics of the invention that the feam be-
lieves are unique and valuable. For example, an outline of the claims for the Coffin inven-
tion might be:

* Use of corrugations as insulation, in many possible forms
+  (orrugations on the inside surface of the fube
« Corrugations on the outside surface of the tube
» Corrugations sandwiched between two flat lavers of sheet material
¢« Vertical orientation of flutes
¢ Flutes open at top and bottom of holder
» Corrugations with “triangle wave” cross section
« Corrugations with “sine wave” ¢ross section
« Tubular form with openings at both ends
« In shape of fruncated cone
¢ Recyclable materials
o Recyclable adhesive
« Recyclabie sheeting
= Cellulose material
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» Biodegradable adhesive
o Surface fo print on
« Holder folds flat along two fold lines

The outline of the claims provides guidance about what must be described in detail in the
description.

Step 4: Write the Description of the Invention

The bulk of a patent application is formally known as the specification. To avoid confu-
sion with cur use of the word “specifications” in this book, we call the body of the pat-
ent application the description, because this is the part of the application that actually
describes the mvention. The description must present the invention in enough detail that
someone with “ordinary skill in the art” (i.c., someone with the skills and capabilities of
a typical practitioner working in the same basic field as the invention) could implement
the invention. The description should also be a marketing document promoting the value
of the invention and the weaknesses in existing solutions. The patent application will be
read by a patent examiner, who will search and study prior patents. The description must
convince the examiner that the inventors developed something useful that is different
from existing inventions and that is nonobvious. In these respects one can think of the
description as essentially a technical report on the invention. There are some formatting
conventions for patent applications, although these are not strictly necessary for an inven-
tion disclosure or a provisional patent application.

Patent law requires that the application “teach” with sufficient detail that someone
“skilled in the art” could practice the invention. For example, in the Coffin patent, the
inventor discloses that the adhesive to bond the flutes is “a recyclable, and preferably a
biodegradable adhesive, for example, R130 adhesive by Fasson Inc., Grand Rapids, ML”
The requirement to completely teach the invention may be somewhat counterintuitive
for someone accustomed to treating inventions confidentially. Patent law requires that
inventors disclose what they know about the invention, but in exchange they are granted
the right to exclude others from practicing the invention for a limited time period. This
requirement reflects the basic tension in the patent system between granting a temporary
monopoly to inventors in exchange for publication of information that will eventuaily be
avaitable for use by anyone.

A typical description includes the following elements:

s Title: Provide a short descriptive fabel for the invention, for example, “Recyclable
Corrugated Beverage Container and Holder.”

» List of inventors: All inventors must be listed. A person should be listed as an inventor
if he or she originated any of the inventions claimed in the application. There are no
legal limits to the number of inventors and no requirements about the order in which
inventors are listed. A failure to list an inventor could result in a patent eventually
being declared not vaiid.

o Field of the invention: Explain what type of device, product, machine, or method this
invention relates to. For example, the Coffin patent reads, “This invention relates to in-
sulating containers, and especially to those which are recyclable and made of cellulosic
materials.”
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¢ Background of the invention: State the problem that the invention solves. Explain the
context for the problem, what is wrong with existing solutions, why a new solution is
needed, and what advantages are offered by the invention.

* Summary of the invention: This section should present the substance of the invention
in summarized form. The summary may point out the advantages of the invention and
how it solves the problems described in the backgronnd.

* Brief description of the drawings: List the figures in the description along with a brief
description of each drawing. For example, “Figure 10 is a perspective view of a pre-
ferred embodiment illustrating internal flute portions in breakaway views.”

* Detailed description of the invention: This section of the description is usually the
most detailed and contains detailed descriptions of embodiments of the invention
along with an explanation of how these embodiments work. Further discussion of the
detatied description is provided below.

Figures

Formal figures for patents must comply with a variety of rules about labeling, line weight,
and types of graphical elements. However, for an invention disclosure or provisional pat-
ent application, informal figures are sufficient and hand sketches or CAD drawings are
perfectly appropriate. At some point after filing a regular patent application, the patent
office will request formal figures, at which time a professional drafter may be hired 1o pre-
pare formal versions of the necessary figures. Prepare enough figures to clearly show the
key elements of the invention in the preferred embodiments that have been considered. A
simple invention like the cup holder would probably require 5 to 15 figures.

The features shown in the figures may be labeled with words (e.g., “outer layer”),
although to facilitate preparation of a regular patent application, the team may wish to
use “reference numerals” on the figures right from the beginning. No rule stipulates
that reference numerals must be uninterrupted and consecutive, so & convenient num-
bering scheme uses reference numerals 10, 11, 12, and so on, for features that first
appear in Figure 1; reference numerals 20, 21, 22, and so on, for features that first ap-
pear in Figure 2; and so on. This way adding numerals to one figure does not influence
the use of numerals in another figure. The same feature shown in more than one figure
must be iabeled with the same reference numeral, so some numerals will be carried
over from one figure to another.

Writing the Detailed Description

The detailed description describes embodiments of the invention. An embodiment is a
physical realization of the claimed invention. Patent law requires that the application de-
scribe the preferred embodiment—that is, the best way of practicing the invention. Typi-
cally, a detailed description is organized as a collection of paragraphs, each deseribing an
embodiment of the invention in terms of its physical structure along with an explanation
of how that embodiment works.

A good strategy for writing the detailed description is to first create the figures that show
embodiments of the invention. Next describe the embodiment by labeling cach feature of
the embodiment in the figure and explaining the arrangement of these features. Finally, ex-
plain how the embodiment works and why the features are important to this function. This
process is repeated for each of the embodiments described in the detailed description.
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EXHIBIT 144
Figure 18

from the Coffin
patent.

: Jzaﬂ

Consider Figure 16 from the Coffin patent, shown here as Exhibit 14-4. A detailed de-
scription might include language like the following:

A preferred embodiment of the mvention is shown in Figure 10. A Tiner surface 22 and an
auter surface 24 sandwich a corrugation 21. The assernbly 200 forms a tubular shape whose
dinmeter changes linearly with tength 80 as o form a section of a truncated cone. The smooth
outer surfece 24 provides 2 smooth surface onto which graphics may be printed. Corrugation
71 is bonded to outer surface 24 and liner surface 22 with a recyclable adhesive,

The detailed description should show alternative embodiments of the invention. For ex-
ample, in the Coffin patent, the invention features “flutes” that create an msulating air
gap. In a preferred embodiment these flutes are formed by smooth wavy corrugations,
with the smooth surface on the outside to allow for graphics to be easily printed on the
sleeve. Alternative embodiments include triangle waves and/or sheet materials on either
or hoth sides of the tube. These alternative embodiments are described in the detailed de-
seription and shown in the figares. {See Exhibit 14-5.)

Defensive Disclosure

The primary benefit of & patent is that it grants the owner offensive rights. That is, the owner
has the right to prevent others from practicing the invention. However, patents also offer a
subtle mechanism for taking defensive actions. A patent is considered prior art and so an
invention that appears in a patent may not be patented in the firture. For this reason, inventors
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may benefit from disclosing essentially every invention they considered that relates to the
claimed invention no matter how wide-ranging. This may be done in the detailed description.
Even though these inventions may not actually be reflected in the claims of the patent, their
disclosure becomes part of the prior art and therefore prevents others from patenting them.
This defensive strategy may offer competitive advantages in fields of emerging technologies,

Step 5: Refine Claims

The claims are a set of numbered phrases that precisely define the essential elements of
the invention. The claims are the basis for all offensive patent rights. A patent owner can
prevent others from practicing the invention described by the claims only. The vest of the
patent application is essentially background and context for the claims.

Writing the Claims
Although claims must be expressed verbally, they adhere 1o a strict mathematical logic.
Almost all claims are formulated as a recursive expression of the form

XN=Ad+B+C . . whered=u +v+w . . ., B= ...
This is expressed verbally as:

An X comprising an 4, 2 B, and a C, whereln said 4 is comprised ofa i, 2 v, and 2 w and
wherein said Bis , . .

Note that claims comply with some verbal conventions. The word comprising mesns “in-
cluding but not limited to” and is almost always used as the equal sign in the expression.
The first time an element, say a liner sheet, 1s named in a claim the inventor uses the indefi-
nite article @ as in “comprises a liner sheet” Once this element has been named i is never
referred to as rhe liner sheet, but always as said liner sheet. This is frue for every subse-
quent instance in which liner sheer is used in the claims. Although these conventions are
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not difficult to remember once learned, inventors preparing a disclosure for subsequent
editing by a patent attorney should not worry too much about formal correctness of the lan-
guage. The language is easily corrected when the formal patent application is prepared.

Multiple claims are arranged hierarchically into independent claims and dependent
claims. Independent claims stand alone and form the root nodes of a hierarchy of claims.
Dependent claims always add further restrictions to an independent claim. Dependent
claims are typically written in this form:

The invention of Claim N, further comprising 0, R and § . . .
Gr
The invention of Claim N, wherein said 4 . . .

Dependent claims essentially inherit all of the properties of the independent claim on
which they depend. In fact, a dependent claim can be read as if all of the language of the
independent claim on which it depends were inserted as a replacement for the introduc-
tory phrase “The invention of Claim N.”

The dependent ¢laims are important in that the patent office may reject the indepen-
dent claim as obvious or not novel while allowing one or more dependent claims. In such
cases, patentable material remains; the original independent claim can be deletad and the
original dependent claim can be rewritten as an independent claim.

The elements of a claim form a logical and relationship. To infringe on a claim, a
device must include each and every element named in the claim. If, for example, a com-
petitive product were to use only three of four elements named in a claim, it would not
infringe on the claim.

Consider this example from the Coffin patent (edited slightly for clarity).

Claim 1

A beverage container holder, comprising a corrugated tubular member comprising cellulosic
material and at least a first opening therein for receiving and retaining a beverage container,
said corrugated tubular member comprising fluting means for containing insulating air; said
fluting means comprising fluting adhesively attached to a liner with a recyclable adhesive.

Claim | is an independent claim. Consider Claim 2, which is dependent on Claim 1.

Claim 2
The holder of claim 1, wherein said tubular member further comprises a second opening

wherein said first opening and said second opening are of unequal cross-sectional dimensions.

This claim adheres to the logical structure shown in Exhibit 14-6.
Let us reinforce the idea that a claim is formed of a logical “and” relation among its
elements. Claim 1 is for a holder that includes all of these elements:

» Corrugated tube
¢ Made of cellulosic material
« With a first opening
= With fluting means
« Made of flutes adhesively attached to a iiner
s Using recyclable adhesive
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Claim 1 I
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% recyclable adhesive

If & competing cup holder does not have every one of these elements, it does not infringe
upon this clam. So, for example, if it were made of polystyrene, it would not infringe on this
claim (no cellulosic material). Consider a patent by Jay Sorensen filed shortly afler the Cof-
fin patent. Sorensen’s patent is for 2 cup holder with a dimpled surface. (See Exlibit 14-7.)
Because this invention does not have “fluting means” it does not infringe upon the Coffin
patent. Sorensen’s claims include the following (edited slightly for clarity):

Clatm 4

A cup holder comprising & band of material formed with an open top and an open bottom
through which 2 cup can extend and an inner surface immediately adjacent to said cup, said
band comprising a plurality of discrete, spaced-apart, approximately semi-spherically shaped
depressions distributed on substantially the entire inner surface of said band so that each
depression defines a non-contacting region of said band creating an air gap between said
band and said cup, thereby reducing the rate of heat transfer through said holder.

At least two lessons can be derived from comparing the Coffin and Sorenson inven-
tions. First, patents often provide relatively limited commercial advantages. In this case,
by creating a cup holder with dimples instead of flutes, Sorensen was able to avoid
infringing the Coffin patent. In fact, both inventions are embodied by successful com-
mercial products, but neither patent provides ironclad protection from competition. The
second lesson is that the inventor should invest in considering as many ways as possible to
achieve the desired function of the invention, in this case an insulating layer. Had Coffin
thought of a dimpled surface, then this feature could have been described in his patent ap-
plication. In the best case, the dimpled invention may have formed the basis for additional
claims in the patent. In the worst case, the description of the dimpled embodiment in the
patent application would have been prior art and therefore prevented Sorensen from ob-
taining his patent. (It would not prevent Sorenson and others from practicing the dimpled
invention unless it were claimed.)
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EXHIBIT 14-7  Figure from the Sorensen patent (1S, Patent 5,425,497, “dimpled cup holder™).

Guidelines for Crafting Claims

Several guidelines are helpful in crafting claims. Writing great claims is tricky, so we advise
inventors to seek the help of an experienced patent attorney in refining patent apphication.

s Always fry to make a claim as general as possible. When a specific descriptor is used,
try making it general. For example, Coffin’s patent speaks of a “tubular member” and
not a “tube.”

»  Aveid shsolute definitions by using modifiers like “substantially,
“approximately.”

©  Attempt to create an invention that does not infringe on the draft claim, and then try to
rewrite the claim or add an additional claim such that the hypothetical invention would
infringe.

LRI

essentially,” and

Step &: Pursue Application

Tn most cases, the inventor will deliver the draft application to a patent attorney or other
intellectual property professional for refinement and formal application. It is possible
to file a patent applcation as an individual if severely budget constrained. Pressman
provides detailed guidelines for doing this (Pressman, 2006). Note that the statutory re-
guirements are administratively complex, and so we highly recommend that commercial
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product development teams retain a competent specialist to pursue any application to the
patent office.

Once an invention disclosure is prepared, the team can proceed in four different ways,
with the specific course of action dictated by the business context.

* The team can file a provisional patent application. An individual or small company
can file a provisional patent application for less than $100 in filing fees. The applica-
tion need contain only a description of the invention and need not comply with the
formalities of a regular patent application. Once a provisional application is filed, a
product may be labeled “patent pending.” If the team wishes to pursue a regular patent
application, this application must be filed within one year of the filing of the provi-
sional patent application. A provisional patent therefore acts as an option to pursue a
regular patent application and allows the team time to pursue licensing or further in-
vestigation before incurring the expense of a regular patent application.

* The team may file a regular patent application in the United States. This process
costs about $500 in filing fees for a small company or individual, in addition to the
legal fees for a patent attorney.

* The team may file a patent cooperation treaty ov PCT application. A PCT application
allows a single patent application in a single country, say the United States, to initiate the
process of pursuing international patent protection. Eventually, the inventor must pur-
sue patent protection in individual countries or collections of countries (e.g., European
Union). However, the PCT process allows the first steps of the process to be carried out
relatively efficiently and with a single point of contact. The entire process of pursuing for-
eign patent rights is beyond the scope of this chapter. Consult a patent attorney for details.

* The team can defer application indefinitely. The team may delay in hope that future
information will make a course of action obvious. In some cases, the team may decide
not to pursue the invention and therefore may decide to abandon the patent application
process. The consequences of delay may be substantial. If the invention is disclosed
publicly, then all international patent rights are forgone. If a year passes after public
disclosure without filing a regular patent application, then U.S. patent rights are aiso
forgone. Nevertheless, the team may be able to defer any action for several months be-
fore these eventualities are realized.

At some point after the tcam files a regular patent application or a PTO application,
the patent office will issue an office action responding to the application. In almost all
cases, a patent exammer will refect many or all of the claims as either obvicus or not
novel. This is the norm and it is part of a back-and-forth exchange between the patent
office and inventor that should eventually result in claims that are patentable. Next, the
inventor and patent attorney sharpen arguments, edit claims fo reflect comments from
the examiner, and respond to the office action with an amended application. Most apphi-
cations eventually result in an issued patent, although the claims rarely remain exactly as
originally writien.

The patent office does not review or act on provisional patent applications. It merely
records their filing and stores the application for review when and if a regular application
is filed.
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Step 7: Reflect on the Results and the Process

In reflecting on the patent application or invention disclosure, the team should consider at
least the following questions:

« What are the essential and distinctive features of the product concept, and therefore
the invention? Are these features reflected in the description of the invention and in the
claims? Does the description communicate the best way of practicing the invention?

+ What is the timing of future required actions? The team’s patent attorney will typi-
cally maintain a docket—essentially a calendar indicating when further actions must
be taken to preserve patent rights, However, the inventor or someone within the team’s
company should also be responsible for thinking about the actions that must be taken
in the coming months.

+ Which aspects of the process of preparing the patent application or invention disclo-
sure went smoothly and which aspects require further efforts in the future?

« What did the team learn about the prior art that may inform future product develop-
ment efforts? For example, are there valuable technologies that might be licensed from
existing patent holders? Are competitors’ patents expiring, possibly allowing the team
to use a convenient solution to a long-standing problem?

+ How strong an intellectual property position does the team have? Are the features of
the invention in the patent application so novel and valuable that they really prevent
competitors from direct competition, or is the patent likely to be merely a deterrent to
the most direct copies of the products that embody the invention?

« Did the team begin the process too carly or too late? Was the effort rushed? What is
the ideal timing for the next effort to prepare a patent application?

Summary

« A patent is a temporary monopoly granted by a government to exclude others from
using, making, or selling an invention. Patent law is intended to balance an incentive
for invention with the free dissernination of information.

« Utility patents are the central element of the intellectual property for most technology-
based product development efforts.

« An invention can be patented if it is useful, novel, and nonobvious.

+ The final invention that is patented is defined by the patent claims. The rest of the patent
application essentially serves as background and explanation in support of the claims.

+  We recommend a seven-step process for pursuing a patent:
1. Formulate a strategy and plan.
2. Study prior inventions.
3. Outline claims.
4, Write the description of the invention.
5. Refine claims.
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6. Pursue application.
7. Reflect on the results and the process.

* Provisional patent applications and patent cooperation treaty (PCT) applications can
be used to minimize the costs of pursuing patent protection while preserving alf future
options.
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Exercises

1. Find a patent number on a product that interests you. Look up the patent using an on-
line reference tool.

2. Draft a claim for the self-stick note pad invention marketed by 3M Corporation as the
Post-it note.

3. Draw a logic diagram of two claims for the patent in Fxercise 1.

4. Generate one or more product concepts that are very different from the Coffin and
Sorensen mventions to address the problem of handling a hot coffee cup and that don’t
infringe the Coffin and Sorensen patents.

Thought Questions

1. Controversy erupted in 1999 when the JM. Smucker Company sued a Michigan bak-
ery, Albie’s, for infringing on its patent by marketing a crustless peanut butter and Jjelly
sandwich crimped on the edges. (See U.S. patent 6,004,596.) Albie’s argned that the
patent was issued in error because the invention was obvious. Look up the Smucker pat-
ent. Do you believe that the Smucker’s invention is nonobvious? Why or why not?

2. Why might an inventor describe but not claim an invention in a patent?
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Appendix A

Trademarks

A trademark is a word or symbol associated with the products of a particular manufac-
turer. Trademarks can form an important element of the portfolio of intellectual property
owned by a company. Trademarks can be words, “word marks” (stylized graphics spelling
out words), and/or symbols. Trademarks usually correspond to brands, product names,
and sometimes to company names.

Trademark law is intended to prevent unfair competition, which could result if one
manufacturer named its products like those of another in an attempt to confuse the pub-
lic. In fact, to avoid confusion, when a manufacturer uses a competitor’s trademark in
advertising, say for the purposes of comparison, it must by law indicate that the name is a
trademark of the competitor.

Trademarks must not be purely descriptive. For example, although a company could
not obtain a trademark on “Insulating Sleeve,” it could for names that are suggestive but
not purely descriptive such as “Insleev,” “Thermalo,” or “CupPup.”

In the United States, a federal trademark may be established merely by using the mark
in interstate commerce. This is done by attaching “TM” to the word or symbol when
used in advertising or labeling the product (e.g., JavaJacket™). Trademarks may also be
registered at modest cost through the United States Patent and Trademark Office using a
simple process. When registered, a trademark is denoted with the symbol ® (e.g., Coke®).

Given the importance of the Internet for communicating with customers, when creat-
ing new product names, the team should strive to create trademarks that correspond ex-
actly to domain names on the Internet.

Appendix B

Advice to Individual Inventors

Most students of product development and product development professionals have at
some point had an idea for a novel product. Often further thought results in a product con-
cept, which sometimes embodies a patentable invention. A common misconception among
inventors is that a raw idea or even a product concept is highly valuable. Here is some ad-
vice based on observations of many inventors and product commercialization efforts.

« A patent can be a useful element of a plan for developing and commercializing a prod-
uct. However, it is not really a central element of that activity. Patenting an invention
can usually wait until many of the technical and market risks have been addressed.

« A patent by itself rarely has any commercial value. (An idea by itself has even less
value.) To extract value from a product opportunity, an inventor must typically com-
plete a product design, resolving the difficult trade-offs associated with addressing
customer needs while minimizing production costs. Once this hard work is completed,
a product design may have substantial value. In most cases, pursuing a patent is not
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worth the effort except as part of a larger effort to take a product concept through to a
substantial development milestone such as a working prototype. If the design is proven
through prototyping and testing, a patent can be an important mechanism for increas-
ing the value of this intellectual property.

Licensing a patent to a manufacturer as an individual inventor is very difficult. If you
are serious about your product opportunity, be prepared to pursue commercialization
of your product on your own or in partnership with a smaller company. Once you have
demonstrated a market for the product, licensing to a larger entity becomes much more
likely.

File a provisional patent application. For very little money, an individual using the
guidelines in this chapter can file a provisional application. This action provides patent
protection for a year, while you evaluate whether your idea is worth pursuing.
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A product development team at Polaroid Corporation was in the midst of developing a
new photograph printer, the CI-760. Exhibit 15-1 shows one of Polaroid’s color photo
printers, The CI-700 would produce mstant full-color photographs from digital images
stored in a computer. The primary markets for the product are the graphic arts, insurance,
and real estate industries. During the C1-700’s development, the Polaroid product develop-
ment team was faced with several decisions which it knew could have a significant impact
on the product’s profitability:

« Should the team take more time for development in order to make the product avail-
able on multiple computer “platforms,” or would a delay in bringing the CI-700 to
market be too costly?

» Should the product use standard print media from Polaroid’s existing businesses or
new and specialized premium-quality print media?

. Should the team increase development spending in order to increase the reliability of
the CI-7007

The product development team needed {ools to help it make these and other develop-
ment decisions. This chapter presents an economic analysis method for supporting the
decisions of product development teams. The process consists of two types of analysis,
quantitative and qualitative. The emphasis in this chapter is on quick, approximate meth-
ods for supporting decision making within the project team.

Elements of Economic Analysis

Quantitative Analysis

There are several basic cash inflows (revenues) and cash outflows (costs) in the life cycle
of a successful new product. Cash inflows come from product sales. Cash outflows in-
clude spending on product and process development; costs of production ramp-up such
as equipment purchases and tooling; costs of marketing and supporting the product; and
ongoing production costs such as raw materials, components, and labor. The cumulative
cash inflows and outflows over the life cycle of a typical successful product are presented
schematically in Exhibit 15-2.

Economically successful products are profitable; that is, they generate more cumula-
tive inflows than cumulative outflows. A measure of the degree to which mflows are
greater than outflows is the net present value (NPV) of the project, or the value in today’s
dollars of ail of the expected future cash flows. The quantitative part of the economic
analysis method described in this chapter estimates the NPV of a project’s expected cash
flows. The method uses NPV techniques because they are easily understood and used
widely in business. (Appendix A provides a brief tutorial on NPV)) The value of quantita-
tive analysis is not only in providing objective evaluations of projects and alternatives but
also in bringing a measure of structure and discipline to the assessment of product devel-
opment projects.

Qualitative Analysis

Quantitative analysis can capture only those factors that are measurable, yet projects
often have both positive and negative implications that are difficult to guantify. Also,
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EXHIBIT 15-2 Typical cash flows for a successfal new product.

quantitative analysis rarely captures the characteristics of a dynamic and competitive en-
vironment. The chief executive of a major American corporation underscores this point:
“I’ve had MBAs argue with me that a capital expenditure is wrong because it doesn’t have
a payback within two or three years; they ignore the fact that if we don’t make the move,
we’ll fall behind the rest of our industry in four or five years” (Linder and Smith, 1992).
The method in this chapter uses qualitative analysis to capture some of these issues. Our
approach to qualitative analysis is to consider specifically the interactions between the
project and (1) the firm, (2) the market, and (3) the macroeconomic environment.

When Should Economic Analysis Be Performed?

Economic analysis, which includes both quantitative and qualitative approaches, is useful
in at least two different circumstances:

* Go/no-go milestones: For example, should we try to develop a product to address
this market opportunity? Should we proceed with the implementation of a selected
concept? Should we launch the product we have developed? These decisions typically
arise at the end of each phase of development.
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«  Operational design and development decisions: Operational decisions mvolve ques-
tions such as: Should we spend $100,000 to hire an outside firm to develop this com-
ponent in order to save two months of development time? Should we launch the prod-
et in four months at a unit cost of $450 or wait until six months when we can reduce
the cost to $4007

The analysis done at the beginning of a project can usually be updated with current
information so that it does not have to be created in its entirety each time. Used in this
way, the analysis becomes one of the information systems the team uses {0 manage the
development project.

Economic analysis can be carried out by any member of the development team. In
small companies, the project leader or one of the members of the core project team will
implement the details of the analysis. In larger companies, a representative from a finance
or planning group may be appointed to assist the development team in performing the
analysis. We emphasize that even when someone with formal training in financial mod-
eling takes responsibility for this analysis, the entire team should fully understand the
analysis and be involved in its formulation and use.

Economic Analysis Process

We recommend the following four-step method for the economic analysis of a product
development project:

1. Build a base-case financial model.

2. Perform a sensitivity analysis to understand the relationships between financial success
and the key assumptions and variables of the model.

3. Use the sensitivity analysis to understand project trade-offs.
4. Consider the influence of the qualitative factors on project success.

The balance of this chapter is organized around these four steps.

Step 1: Build a Base-Case Financial Model

Constructing the base-case model consists of estimating the timing and magnitude of fu-
ture cash flows and then computing the NPV of those cash flows,

Estimate the Timing and Magnitude
of Euture Cash Inflows and Outflows

The timing and magnitude of the cash flows is estimated by merging the project sched-
ule with the project budget, sales volume forecasts, and estimated production costs. The
level of detail of cash flows should be coarse enough to be convenient to work with, yet it
should contain enough resolution to facilitate effective decision making. The most basic
categories of cash flow for a typical new product development project are:

s Development cost (all remaining design, testing, and refinement costs up to production
ramp-up}.

= Ramp-up cost,

» Marketing and support cost,
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CI-700 project
budgets, sales
volume forecasts,
and production
COStS.
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«  Production cogt,
*  Sales revenues.

Depending on the types of decisions the model will support, greater levels of detail for
one or more areas may be required. More detailed modeling may consider these same five
cash flows in greater detail, or it may consider other flows. Typical refinements include:

* Breakdown of production costs into direct costs and indirect costs {i.e., overhead).

* Breakdown of marketing and support costs into launch costs, promotion costs, direct
sales costs, and servige costs.

¢ Inclusion of tax effects, including depreciation and investment tax credits. (Tax effects
are typically considered in even simple financial modeling. For the sake of clarity,
however, we omit the tax effects in our examples.)

» Inclusion of such miscellaneous inflows and cutflows as working capital requirements,
cannibalization (the impact of the new product on existing product sales), salvage
costs, and opportunity costs,

The financial mode! we use in this chapter is simplified to include only the major cash
flows that are typically considered in practice, but conceptually it is identical to more
compiex models. The numerical values of the cash flows come from budgets and other
estimates obtained from the development team, the manufacturing organization, and
the marketing organization. Exhibit 15-3 shows the relevant financial estimates for the
CI-700. (These data have been disguised to protect Polaroid’s proprietary financial
information.} For a more detailed discussion of manufacturing costs, see Chapter 11, Design
for Manufacturing. Note that all revenues and expenses o date are sunk costs and are
irrelevant to NPV caleulations. {The concept of sunk costs is reviewed in Appendix AL}

In order to complete the model, the financial estimates must be merged with tim-
ing information. This can be done by considering the project schedule and sales plan.
Exhibit 15-4 shows the project timing information in Gantt chart form for the CI-700.
(For most projects, a time increment of months or quarters is most appropriaie.) The re-
maining time to market is estimated to be five quarters, and product sales are anticipated
to fast 11 quarters,

A common method of representing project cash flow is a table. The rows of the table
are the different cash flow categories, while the columns represent successive time peri-
ods. Usually this table is encoded in a computer spreadsheet to facilitate analysis. For
this example, we assume that the rate of cash fiow for any category is constant across
any time period (e.g., total development spending of $5 million over one year is allocated
equally to each of the four quarters); however, the values can be arranged in any way that
best represents the team’s forecast of the cash flows. We multiply the unit sales quantity

1. Development cost $5 miliion

2, Ramp-up cost 32 million

3. Marketing and support cost $1 million/year

4. Unit production cost $400/unit

5. Sales and production volume 20,000 units/year

&, Unit price $800/unit
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Year 3 E ear 4

Development

Ramp-up

Marketing and support

Production and sates window|

EXHIBIT 15-4 CI-700 project schedule from inception through market withdrawal.

Year 1| Year 2 Year 3  Yeor 4|
{Svelues inthousends) | 01 02 @3 0 04 [ Q1 G2 | 03 @4 @ | 02| 03] 04 01 G2 Q3 &
Dovetopmanioost 11250 | 1280|1280 | 1250 | | )
Ramp-up cost -1,000 ~1,600
Marketing & suppart cost ' T 250 zsc. -250| -zs0| -250) 250 -25C 260 260, -260 -250| 280
Production cost T 000 2,000 | ~2,000 | ~2,006 -2,000 | ~2,000 ; -2,000] -2,000 | ~2,000 | ~2,000 {~2,000
Production velume T T 000 | 6006 | 5,000 6000 5000 5000 5000] 5,000] 50001 5000 5,000
Unit production cost oA o4 o os sl o4l 04 -04] 04 -08 04 |
Salos Revends 4000 4,000 4000] 4000 4000 4000 4,000) 40001 4,000 4000 4000
Saies voluma 5000, 5000, 5000, 5000] 5000 5B00| 5300 5000 5000 5000] 5000
Unit price ; o8| 04| 06, 08, 08 08 08 08 08 08| 08

EXHIBIT 15-5 Merging the project financials and schedule into a cash flow table (all doilar values are in
thousands in this and subsequent tables}).

by the unit price to find the total product revenues in cach period. We also multiply the
unit production quantity by the unit production cost to find the total production cost in
each period. Exhibit 15-5 illustrates the resulting table.

Compute the Net Present Value of the Cash Flows

Computing the NPV requires that the net cash flow for each period be determined, and
then that this cash flow be converted to its present value (its value in today’s dollars}, as
shown in Exhibit 15-6. Consider, for example, the calculations for year 3, first quarter:

1. The period cash flow is the sum of inflows and outflows:

Marketing cost $ -250,000
Product revenues 4,000,000
Production cost -2,000,000
Period cash flow $1,75G,000

2. The present value of this period cash flow discounted at 10 percent per year (2.5
percent per quarter) back to the first guarter of year 1 (a total of eight quarters) is
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Yaar T ; ‘ Yoar2 ; Year 4
{§ values in thousands) a1 Q2 a3 Q4 ‘ Qa3 0z Q3 Q4 53] az a3 24
Devetapment cost 1,250 | 1,250 1250 |-1,260
Ramp-up cost ~1,000 1-1,000
Marketing & support cost 350 ;250 -250 ~250
Production cost ; 2,000 | -2,000 2,000
Praduction volume 5,600 5000 5000
Unit production cost : ~0.4 -0.4 Dt
Sales Revenue : 4,000 4000 4,000
Salar voiume : 5,000 5,000 5000
Unit price 0.8 . [eX:] 0.8
Perind Cash Flow 1250 | <1260 1,250 |-2,250 11256 | 1780 D760 | 4750 {1750 (4750 1750 5,780
PV Year 1,1=10%  |-1.050 | -1220 1,180 [-2,089 -1,132 @ 1547 | 1387 | 1334 | 1,301 11,288 | 1239 1,208
“Project NPV 8,202 |

EXHIBIT 15-6  Total cash flows, present values, and net present value.

$1,436,306. (The concepts of present value, net present value, and discount rate are
reviewed in Appendix A.)

81,750,000

- = $1,436,306

3. Project NPV is the sum of the discounted cash flows for each of the periods, or
$8,203,000. (Here and in the rest of the chapter we round financial figures to the near-
est one thousand dolfars.)

The Base-Case Financial Model Can Support Go/No-Go
Decisions and Major Investment Decisions

The NPV of this project, according to the base-case model, is positive, so the model sup-
ports and is consistent with the decision to proceed with development. Such modeling can
also be used to support major investment decisions. Say, for example, that Polaroid were
deciding between two different production facilities with different ramp-up, production,
and support costs. The team could develop a model for each of the two scenarios and then
compare the NPVs. The scenario with the higher NPV would better support the invest-
ment decision. We now consider sensitivity analysis as a technique for readily understand-
ing multiple scenarios for ongoing product development decisions.

Step 2: Perform Sensitivity Analysis

Sensitivity analysis uses the financial model to answer “what if” guestions by calculat-
ing the change in NPV corresponding to a change in the factors included in the model.
Both internal and external factors influence project value. Jnternal factors are those over
which the development team has a large degree of influence, including development pro-
gram expense, development speed, production cost, and product performance. External
Jactors are those which the team cannot arbitrarily change, including the competitive
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EXHIBIT 15-7 Internal Factors !
Key factors
; ffue in « Developmant External Factors
afluenc
£ Expense FRODUCT
product Investigation cost « Product Price
il DEVELOPMENT
development Development cost PROJECT » Sales Volume
profitability. « Develapment Speed » Competitive
investigation time Environment
Development fime
« Production Cost
= Product Performance
Met Present Yalue
Year 1 { | Yeor 2 Year3 ! Year 4
{§ values in thousands) 8} Oz a3 Q4 1 {02 X Q4 Q1 Qz | O3 Gsa 01 az ¢ 03 ¢
Development cost -4,000 | -1L000 | 1,000 | -1,000 |
Ramp-up cost ' ; {1,000 | 1,000 : i i } : :
Markering & support cost : 380 | -380 0 @80 ¢ -750 1 -280 0 -250 {720 -360. 280 256, -P50 | -260
Production cost L3600 | -2,000 | 2,000 ~2,000 (-2000 | 2,000 © 2,000 |-2.000  -2000 | -2.000 | 2,000
Protuction volume : | EOGC BOD0 | 5000 [ 5000 500G 5000 50007 5600 5000 5000 5,000
Unit graduction cost : i : Cog; 04l D4l .04 Da 04 041 -0& 04 -04] 04
Sales fevenue : ; 4,000 | 4,000 4000 4,000 | 4,000 1 4080 1 4000 0 4000 4,000 4,000 4000
Sates volume : 6,000 ¢ 5,000 5000 6,0505 5000 | 5000 | 5000 5000 5000, 5000 5,000
Unit price : {oe: o0&, 08, 08 O8] 0B, 0B 08 08 e8! 08
Period Cash Flow ~1,000 | ~1,000 -1,000 | ~-2,000 ; -1.250 : 1,759 1,759 1,780 1750 ¢ 1,780 1,780 1780 1 1,750 1,760 1,750 1,750
PY Year 1, v = 10% ~1,000 576 —ghy ¢ 1,857 i -1,132 1.547 ¢ 1508 1,47% : 1,436 1 1,401 : 1,367 1,334 1 1,301 ¢ 1,2691 1,238 1.208
Profect MPY 8,167 |

EXHIRIT 15-8 CI-700 financial model with 20 percent decrease in development spending.

environment (e.g., market response, actions of competitors), sales volume, and product
price. (There may be disagreement over whether price is an internal or external factor. In
either case, there is little disagreement that price is strongly influenced by the prices of
competitive products and that it is coupled to sales volume.) While external factors are
not directly controlled by product development teams, they are often influenced by the
internal factors. The external and internal factors are shown in Exhibit 15-7.

Development Cost Example

As a first example, let us consider the sensitivity of NPV to changes in development cost.
By making incremental changes to development cost while holding other factors constant,
we can see the incremental impact on project NPV, For example, what will be the change
in NPV if development cost is decreased by 20 percent? A 20 percent decrease would
lower the total development spending from $5 million to $4 million. If development time
remains one year, then the spending per quarter would decrease from $1.25 million to
$1 million. This change is simply entered in the model and the resulting NPV is calcu-
lated. This change to the CI-700% base-case model is shown in Exhsbit 15-8.



Product Development Economics 317

Change in Development Change in Change in
Development Cost, Development Change in NPY, NPV,
Cost, % $ Thousands Cost, $ Thousands NVP % % Thousands % Thousands
50 7,500 2,500 -29.4 5,791 2,412
20 6,000 1,600 -11.8 7,238 64
10 5,500 500 5.9 7,721 ~-482
base 5,600 base 0.0 8,203 0
~10 4,500 ~500 5.9 8,685 482
=20 4,000 -1,000 11.8 9,167 64
~50 2,500 -2,500 294 10,615 2412
EXHIBIT 15-9  CI-700's development cost sensitivities.

A 20 percent decrease in development cost will increase NPV to $9,167,000. This
represents a dollar increase of $964,000 and a percentage increase of 11.8 in NPV, This
is an extremely simple case: we assume we can achieve the same project goals by spend-
ing 81 million less on development, and we therefore have increased the project value
by the present value of the $1 million in savings accrued over a time period of one vear,
The CI-700 development cost sensitivity analysis for a range of changes is shown in
Exhibit 15-9. The values in the table are computed by entering the changes correspond-
ing to each scenario into the base-case model and noting the results. It is often useful to
know the absolute dollar changes in NPV as well as the relative percentage changes, so
we show both in the sensitivity table.

Development Time Example

As a second example, we calculate the development time sensitivities for the CI.700
model. Consider the impact on project NPV of a 25 percent increase in development
time. A 25 percent increase in development time would raise the time from four guarters
to five quarters. This increase in development time would also delay the start of produc-
tion ramp-up, marketing efforts, and product sales. To perform the sensitivity analysis, we
must make several assumptions about the changes. We assume the same total amount of
development cost, even though we will increase the time period over which the spending
occurs, thus Towering the rate of spending from $1.25 million to $1.0 million per guarter.
We also assume that there is a fixed window for sales which starts as soon as the product
enters the market and ends in the fourth quarter of year 4. In effect, we assume we can sell
product from the time we are able to introduce it until a fixed date in the future. Note that
these assumptions are unigue to this development project. Different product development
projects would require different assumptions as appropriate, For example, we might have
mstead assumed that the sales window simply shifts in time by one quarter. The change to
the CI-700’s financial model is shown in Exhibit 15-10.

Exhibit 15-11 presents the development time sensitivities for a range of changes. We
can see that a 25 percent increase in development time will decrease NPV o $6.764,000.
This represents a decrease in NPV of $1,439,000, or 17.5 percent.

We recommend that sensitivities be computed for each of the external and internal fac-
tors, with the exception of the competitive environment, which is not explicitly contained
in the base-case model. These sensitivity analyses inform the team about which factors
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Year 1 Year 2 : ; Year 3 Year 4 ;
% valuas in thoussnds) o1 Q2 a3 04 (1 a2 a3 Q4 o az a3 a4 a1 az 43 a4
Devalopmsant cost ~1,000 | -1,000 | -1,000 |-1,000 } -1,000
R cost : ~1,000 {-1,000
Marketing & support cost -250 ; -2B0 -250 -2BG: <250 260 250 260 -250 250 -250
Production cost 2000 | -2,000 | -2,000! -2.000 |-2,000 ~2,000 | ~2,000 | -2,000 | -2,000 | 2,000
Production volume 5,000 BO00 | 50001 5000 | 5000 0 5800 54800 5000 | 5000 [ 5000
Unit preduction cost 4 -Ba i D4 04 ] 041 04! D4, L4 D4 5.4
Sales Revenue 4,000 | 4000 | 4000] 4,060 | 4,000 40081 4,000 | 4,000 | 4,000 | 4,000
Sales volume 5,000 § 5,000 | 6AOGC 5,000 | 5000 | 5000 5000 ; 5000 5000 5,000
Unit price 0.8 68 [£2:] 08 ¢ 08 9.8 48 0.8 0.8 o8
-Pafiod Cash Flow “1';060 1 -1,000 | ~1,000 [ -1000 | -2,000 | -1,250 ; 1780 1,750 1,750 1,758 ¢ 1,780 101 1,750 1750 1 1750 1,759
PY Year 1, r = 10% -1,000 -§76 1 ~952 525 | -1,812 -1,105 i1.509 1472 1 1,436 1407 1,367 1,334 1,30 1,269 ¢ 1,239 1,208
Projoct NPY 6764 | 1 j
EXHIBIT 15-10  CI-700 financial medel with 25 percent increase in development time.
Change in Development Change in Change in
Development Time, Development Change in NPV, NPV,
Time, % Quarters Time, Quarters NVYP % $ Thousands $ Thousands
50 6 Z -34.6 5,363 -2,840
25 5 1 -17.5 6,764 -1,439
base 4 base -0.0 8,203 0
-25 3 -1 18.0 9.678 1,475
10 2 -2 364 11,190 2,987
EXHIBT 15-11 CI-700's development time sensitivities.

in the model have a substantial influence on NPV, This information is useful in helping
the team understand which factors should be studied in more detail in order to refine and
improve the base-case model, The information is aiso useful in supporting the operating
decisions of the team, as discussed in the next step.

Step 3: Use Sensitivity Analysis to Understand Project Trade-Offs

Why would a product development team want to change the factors under its control?
For instance, why should development time be increased if the change lowers the NPV of
the project? Typically, the development team will make such a change only if some other
offsetting gain is expected, such as a better-quality product with higher sales volumes. We
therefore need to understand the relative magnitude of these financial interactions.

Six Potential Interactions

Development teams attempt to manage six potential interactions between the internally
driven factors. These potential interactions are shown schematically in Exhibit 15-12.
The potential interaction between any two internal factors depends on the characteristics
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Development o Product
Time Cost

Product ) PDevelopment
Performance s ' Cost

Change
in Sales
Volume, %

30
20
10
base
-10
-20
-30

Sales Change Change in
Volume, in Sales Change in NPY, NPV,

% Thousands Volume NVP, % $ Thousands $ Thousands
6,500 1,500 63.0 13,375 5172
6,000 1,000 420 11,651 3,448
5,500 500 21.0 9977 1,724
5,000 base 0.0 8,203 0
4,500 -500 -21.0 6,479 -1,724
4,000 -1,000 -42.0 4,755 -3,448
3,500 -1,500 -63.0 3,031 -5,172

EXHIBIT 15-13

C1-700% sales volume sensitivities.

of the specific product context. In many cases the interactions are trade-offs. For example,
decreasing development time may lead to lower product performance. Increased product
performance may require additional product cost. However, some of these interactions are
more cornplex than a simple trade-off. For example, decreasing product development time
may require an increase in development spending, yet extending development time may
also lead to an increase in cost if the extension is caused by a delay in a critical task rather
than by a planned extension of the schedule.

In general, these interactions are important because of the linkage between the internal
factors and the external factors. For example, increasing development cost or time may
enhance product performance and therefore increase sales volume or allow higher prices.
Decreasing development time may allow the product to reach the market sooner and thus
increase sales volume.

While accurate modeling of externally driven factors (¢.g., price, sales volume} is
often very difficult, the quantitative model can nevertheless support decision making. Re-
call from our initial examples that the CI-700 development team was considering increas-
ing development spending in order to develop a higher-guality product, which they hoped
would lead to greater sales volume. The quantitative model can support this decision by
answering the question of how much the sales volume would have to increase to justify
the additional spending on development. We have calculated the sensitivity of NPV to
changes in development cost (see Exhibit 15-9), We can also calculate the sensitivity of
NPV to changes in sales volume (Exhibit 15-13). Say that the CI-700 development team
1s considering a 10 percent increase in development cost. From Exhibit 15-9 we found
that this increase in spending will decrease NPV by 5.9 percent.
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Now, what inerease in volume would be necessary to at ieast compensate for the
decrease in NPV? From Exhibit 15-13 we know that a 10 percent increase in sales vol-
ume would increase NPV by 21 percent. It foltows, under assumptions of linearity, that a

pd ﬁ}} . : .
2.8 percent (Ipwim increase in sales volume would increase NPV by 5.9 percent. To

i

L2t

summuarize, a 10 percent increase m development cost would decrease NPV by 5.
percent. A 2.8 percent increase in sales volume is needed to offset the drop. While the
precise impact of the ncreased development spending on sales volume is not known,
the model does provide a helpful guide for what magnitude of sales volume increase 18
needed to sustain particular increases in development cost.

Trade-O Rules

The near linearity of many sensitivity analyses atlows the team o compute some trade-off’
rules to inform day-to-day decision making. These rules take the form of the cost per unit
change in the internal and external factors. For example, what is the cost of a one-month
delay in development time? What is the cost of a 10 percent development budget overrun/
What is the cost of a §1 per unit increase in manufactering cost? The trade-off rules are
easily computed from the base-case model and can be used to inform the team of the rela-
tive magnitude of the sensitivities of the project profitability on factors under its control.
Exhibit 15-14 contains the reles for the C1-700.

The trade-off rules inform the original questions posed in the chapter introduction, The
team decided that waiting for software that would allow the printer to be used with both
Apple Macintosh and Microsoft Windows operating systems would delay product intro-
duction by two months. It was calculated that the delay would have an approximate cost of
$96(,000. Rather than wait, the team reasoned that it could introduce the product before
all printer drivers were available as long as the drivers were offered as soon as they were
available. The media development group at Polaroid estimated that the development of a
new print medivm would cost more then $1 million and would take at least one year. The
team decided that these time and budget penalties did not warrant the marginal increase
in print size and quality that would be enabled by the new medium. Finally, the team felt
that the reliahility of the product conld be dramatically improved with the addition of
only one engineer and one technician to the team, This additional cost was expected to be

Factor Trade-Of Rule Comments

Development time $480,000 per month change Assumes a fixed window of opportunity
far sales,

Sales volume $1,724,000 per 10% change Increasing sales is a powerful way to

increase profits; 10% is 500 units/quarter.

Product cost or sales price $43,000 per $1 change in cost or price A $7 increase in price or a $1 decrease in

Development cost

cost: zach results in & $1 increase in unit
profit margins.

$482,000 per 10% change A dollar spent or saved on development
is worth the present value of that dollar;
10% 15 $500,000.

EXHIBIT 15-14

Trade-off rules for the CI-706 project,
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approximately $100,000 for the remainder of the project. The team noted that they would
have to mcrease sales by only 0.6 percent to justify this mvestment. Reliability was iden-
tified as a key customer need, and so the team chose to aggressively pursue increased
rehiability.

Limitations of Quantitative Analysis

Financial modeling and sensitivity analysis are powerful tools for supporting product
development decisions, but these techniques have important limitations. One school of
thought believes that rigorous financial analyses are required to bring discipline and
control to the product development process. However, detractors argue that quantitative
analysis suffers from some of the foilowing problems:

» It focuses only on measurable guantities. Quantitative technigues like NPV empha-
size and rely on that which is measurable. However, many critical factors impacting
product development projects are difficult to measure accurately. In effect, quantitative
techniques encourage investment in measurable assets and discourage investment in
intangible assets.

« It depends on validity of assumptions and data. Product development teams may be
lutied into a sense of security by the seemingly precise result of an NPV caiculation.
Financial analyses such as the ones we have shown in this chapter may seem to provide
precise estimates of product development project value, However, such precision in
no way implies accuracy. We can develop a highly sophisticated financial model of a
product development project which computes project NPV to the fifth decimal place;
vet if the assumptions and data of our model are not correct, the value calculated will
not be correct. Consider the CI-700 development time sensitivity example’s assump-
tion of a fixed product sales window. This assumption was useful, but its integrity can
easily be questioned. Indeed, a different assumption could give dramatically different
results.

s Bureaucracy reduces productivity. Detractors of financial analysis assert that such
activities provide a high level of planning and control at the expense of product devel-
opment productivity. According to detractors, extensive planning and review guarantee
that a brilliantly conceived, well-engineered product will reach the market after its
market window has already closed. Detractors also argue that overzealously applied
“professional” management technigues stifle the product development process. Poten-
tially productive development time is devoted to preparation of analyses and meetings.
The cumulative effect of this planning and review can be a ballooning development
process.

These concerns are generally quite valid. However, in our opinion, they are largely as-
sociated with the blind application of the results of the quantitative analysis or arise from
the combination of financial analysis with an already stifling burcaucracy. We reject the
notion that quantitative analysis should not be done just because problems can arise from
the blind application of the results. Rather, development teams should understand the
strengths and limitations of the techniques and should be fully aware of how the models
work and on what assumptions they are based. Furthermore, gualitative analysis, as dis-
cussed in the next section, can remedy some of the inherent weaknesses in the quantita-
tive techniques.
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Step 4: Consider the Influence of the Qualitative Factors
on Project Success

EXHIBIT
15-15

The broader
context of a
development
project.

Many factors influencing development projects are difficult to quantify because they are
complex or uncertain, We refer to such factors as qualitative factors. After providing a
conceptual framework for qualitative analysis, we use examples from the CI-700 to iilus-
trate how the analysis is carried out.

Consider the following gquestions about the CI-760 project: Will knowledge gained
from the CI-700 development spill over and be of benefit to other Polaroid development
projects? How will competitors react to the introduction of the CI-7007 Wiil competitors
modify their own development efforts in response to Polaroid’s actions? Will there be
significant fluctuations in the doflar/ven exchange rate which would change the cost of
component parts?

Our quantitative model implicitly accounts for these and many other issues with sev-
eral broad assumptions. The model assumes that decisions made by the project team do
not affect actions of groups external to the project, or alternatively that the external forces
do not change the team’s actions. This important assumption of our model is common to
many other financial models and is called the cereris paribus (other things being equal)
aesumption.

Projects Interact with the Firm, the Market,

and the Macro Environment

Diecisions made within a project in general do have important conseguences for the firm
as & whole, for competitors and customers in the market, and even for the macroeconomic
{(macro)} environment in which the market operates (Exhibit 15-15). Similarly, events and
actions outside of a development project often significantly impact its value. Qualitative
analysis focuses largely on these interactions. The most basic approach to qualitative
analysis is to consider (1) the interactions between the project and the firm as a whole,
(2) the interactions between the project and the market in which the product will be soid,
and (3) the interactions between the project and the macro environment.

Interactions between the Profect and the Firm as a Whole

One assumption embedded in the quantitative model i3 that firm profit will be maximized
if project profit is maximized. However, development decisions must be made in the con-
text of the {irm as 2 whole. The two key interactions between the project and the firm are
externalities and strategic fir.

Market

Macro Environment
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* Externalifies: An externality is an “unpriced” cost or benefit imposed on one part
of the firm by the actions of a second; costs are known as negative externalities and
benefits as positive externslities. As an example of a positive externality, development
learning op one project may benefit other current or future projects but is paid for by
the first project. How should the other projects account for such benefits gained at no
additional cost? How should the first project account for resources spent which benefit
not only itself, but also other current or Fature projects?

» Strategic fit: Decisions of the development team must not only benefit the project,
but also be consistent with the firm’s overall product plan and technology strategy. For
example, how well does a proposed new product, technology, or feature fit with the
firm’s resources and objectives? Is it compatible with the firm’ emphasis on technical
excellence? Is it compatible with the firm’s emphasis on uniqueness?

Because of their complexity and uncertainty, externalities and strategic fit are very dif-

ficult to quantify. This does not mean these issues should not be considered; rather, they

st be considered qualitatively. See Chapter 3, Product Planning, for discussion of some
strategic planning issues which cut across multiple projects.

Interactions between the Project and the Marker

We have modeled explicitly only price and volume as the key externally driven factors.
In effect, we have held the actions and reactions of the market constant, To model project
value accurately, we must relax the cereris paribus assumption to recognize that a devel. -
opment team’s decisions impact the market and that market events impact the develop-
ment project. The market enviromment is impacted by the actions of not only the develop-
ment team but also three other groups:

* Competitors: Competitors may provide products in direct competition or products
which compete indirectly as substitutes.

* Customers: Customers’ expectations, incornes, or tastes may change, Changes may be
mndependent or may be driven by new conditions in markets for complementary or sub-
stitute products.

* Suppliers: Suppliers of inputs to the new product are subject to their own markets’
competitive pressures. These pressures may, indirectly through the value chain, impact
the new product.

Actions and reactions of these groups most often fmpact expected price and volume,
but they can have second-order effects as well. For example, consider a new competitor
that has rapid product development cycles and that seems to value market share rather
than short-term profitability. Clearly, the entrance of such a new competiter would change
our expected price and volume. Further, we may attempt to accelerate our own develop-
ment efforts in response. Thus, the competitor’s actions may impact not only our sales
volume forecasts but also our planned development schedule,

Interactions between the Project and the Macro Environment
We must relax the ceteris paribus assumption to take info account key macro factors:

* Major economic shifts: Examples of typical major economic shifts which impact the
value of development projects are changes in foreign exchange rates, materials prices,
or labor costs,
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« Government regulations: New regulations can destroy a product development op-
portunity. On the other hand, a shift in the regulatory structure of an industry can also
spawn entire new industries.

o Social trends: As with government regulations, new social concerns such as in-
creased environmental awareness can also destroy existing industries or create new
ones.

Macro factors can have important impacts on development project value. However, these
effects are difficult to mode! quantitatively because of inherent complexity and uncertainty.

The product development team for the CI-700 faced many qualitative issues during de-
velopment of the product: We present three of the key qualitative issues that the Polaroid
team encountered and describe the impacts of these issues on the project. The examples
illustrate not only the limitations of quantitative analysis but also the importance of quali-
tative analysis.

Carrying Out Qualitative Analysis

For most project teams, the most appropriate qualitative analysis method is simply to
consider and discuss the interactions between the project and the firm, the project and
the market, and the project and the macro environment. Then the team considers these
interactions in concert with the results of the quantitative analysis in order to determine
the most appropriate relative emphasis on development speed, development expense,
manufacturing cost, and product performance. We provide three examples below of the
qualitative analysis for the C1-700.

While we believe this informal approach is most appropriate for decisions made at the
tevel of the project team, more siructured techniques are available, including strategic
analysis, game theory, and scenario analysis techniques. References for each of these
techniques are included in the bibliography.

Example 1: Decrease in the Price of a Substitute Product

Color laser printers are a substitute product for the CI-700. While color laser printers are
more costly than the CI-700, they limit the potential of the CI-700’s market by placing a
ceiling on the price Polaroid can charge. During the C1-700 development, manufactur-
ers of color faser printers achieved several important technological breakthroughs. The
advances allowed the manufacturers to offer color laser printers at significantly lower
prices. The Polaroid team was faced with a change in the competitive environment which
was caused by others and which invalidated fundamental assumptions of the financial
model for the CI-700.

In this example, it is clear that the CI-700 project cannot be considered in isolation.
The original sales volume forecasts incorporated implicit assumptions about the color
laser printer market, but the assumptions were invalidated by advances in color laser
printer technology. While the color laser printer breakthrough would have been difficult
to predict, quantitative analysis helped the CI-700 development team understand the
sensitivity of the value of the project to this development. By using the model to estimate
the sensitivity of NPV to changes in sales volume, the team was able to quickly grasp
the magnitude of the change in project value. The combination of quantitative and qualitative
analysis convinced the team to move more quickly and to further reduce the cost of
the product for the project to remain viable.
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Fxample 2: Increased Competition in & Complementary Product Market

The demand for the CI-700 is closely linked to the prices of personal computers (PCs).
PCs are said to be complementary products to the CI-700 because a decrease in the price
of PCs increases demand for the CI-700. Cheaper PCs both increase PC sales and allow
buyers to afford additional peripheral products such as the CI-700. Thus, a decrease in the
price of PCs would increase the value of the CI-700 project.

During the CL.700 development project, intense competition in the PC market
further increased with new entrants and rapid technological development. The Pola-
roid team was faced with a change in the competitive environment for their product.
Quantitative analysis helped the CI.-700 development team understand how project
value was impacted. By using the model o estimate the sensitivity of NPV to changes
in sales volume, the team was able to quickly understand the magnitude of the change
in project value, which they hoped would partially offset the pressure from the falling
prices for color printers.

Example 3: The “Option” Value of Cresting a Good Platform Product

The CL-700 was the first product of its kind produced by Polaroid, and the development
team recognized that many of their development decisions would impact potential future
generations of the product line. For example, the case with which future generation prod-
ucts could be built around the same basic technological platform depended upon design
decisions made in the CE700 project. The team could choose to increase development
spending and development time In order to facilitate the development of potential future
generation prodacis, even if doing so would not make economic sense in the context of
a single product. They chose, however, to push ahead quickly with the CI-700 without
extreme ¢fforts to accommodate future models. The argument was that the future of the
market was so uncertain that the risk of not getting to market in time outweighed the
potential usefulness of the product as a platform for future products.

Summary

Product development teams must make many decisions in the course of a development
project. Economic analysis is a useful tool for supporting this decision making.

°  The method consists of four steps:

1. Build a base-case financial model.

2. Perform a sensitivity analysis to understand the relationships between financial suc-
cess and the key assumptions and variables of the model.

3. Use the sensitivity analysis o understand project trade-offs.

4. Congider the influence of qualitative factors on project success.

¢ Quantitative analysis using NPV techniques is practiced widely in business. The tech-
nigue forces product development teams to look objectively at their projects and their
decisions. At the very least, they must go through the process of creating realistic proj-
cet schedules and budgets. Financial modeling provides a method for guantitatively
understanding the key profit drivers of the project.
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+ Quantitative technigues such as financial modeling and analysis rest upon assumptions
ahout the external environment. This environment is constantly changing and may be
influenced by a development team’s decisions or by other uncontrotiable factors. Fur-
ther, quantitative analysis, by its very nature, considers only that which is measurable,
yet many key factors influencing the project are highly complex or uncertain and are
thus difficult to quantify.

o Qualitative analysis emphasizes the importance of such difficult-to-quantify issucs
by asking specifically what the interactions are between the project and the rest of the
firm, the market, and the macro environment.

« Together, quantitative and qualitative techniques can help ensure that the tcam makes
economically sound development decisions.

References and Bibliography

Many current resources are available on the Internet via
www.ulrich-eppinger.net

Bayus provides an interesting analysis of trade-offs involving development time and
product performance factors.
Bayus, Barry L., “Speed-to-Market and New Product Performance Trade-offs,”
Journal of Product Innovation Management, Vol. 14, 1997, pp. 485-497.

For a thorough review of discounted cash flow techniques as well as option theory from a
general financial perspective, see the classic text on corporate finance.
Brealey, Richard A., Stewart . Myers, and Franklin Allen, Principles of Corporate
Finance, eighth edition, McGraw-Hill, New York, 2005,

Smith and Reinertsen include a thorough discussion of how to model the economics of
development time.
Smith, Preston G., and Donald G. Reinertsen, Developing Products in Half the Time:
New Rules, New Tools, second edition, Wiley, New York, 1997.

Management litcrature has criticized business schools and MBA programs for their
lack of relevance, In particular, MBAs are criticized for their reliance on quantitative
technigues such as discounted cash flow. This is an interesting case study reviewing
the issues.
Linder, Jane C., and H. Jeff Smith, “The Complex Case of Management Education,”
Harvard Business Review, September--October 1992, pp. 16-33.

Michael Porter’s strategic analysis techniques have become standard fare for business
school students. His 1980 text on strategic analysis has been very influential. In his 1685
book, Porter presents a general structured approach to scenario analysis, a technique
originally developed by Royal Dutch Shell for planning under uncertainty.
Porter, Michael E., Competitive Strategy: Techniques for Analyzing Industries and
Competitors, The Free Press, New York, 1980.

Porter, Michael E., Competitive Advantage: Creating and Sustaining Superior
Performance, The Free Press, New York, 1985.



Product Development Economics 327

Game theory can be used to analyze competitive interactions. Oster provides a view of
strategic analysis and game theory from a microeconomic perspective:
Oster, Sharon M., Modern Comperitive Analysis, third edition, Oxford University
Press, New York, 1999,

Copeland and Antikarov provide a detailed treatment of real options and analysis of
projects with uncertainty and decision points.
Copeland, Tom, and Vladimir Antikarov, Real Options: A Praciitioner’s Guide,
Texere, New York, 2003.

Exercises

1. List five reasons firms may choose to pursue a product even if the quantitative analysis
reveals a negative NPV

2. Build a quantitative model to analyze the development and sale of a bicycle light. As-
sume that you could sell 20,000 units per year for five years at a sales price(wholesale)
of 820 per unit and a manufacturing cost of $10 per unit. Assume that production
ramp-up expenses would be $20,000, ongoing marketing and support costs would be
$2,000 per month, and development would take another 12 months. How much devel-
opment spending could such a project justify?

3. Compute the trade-off rules for the case described in Exercise 7.

Thought Questions

I. Can you think of successful products that never would have been developed if their
creators had relied exclusively on a quantitative financial model to justify their efforts?
Do these products share any characteristics?

2. One model of the impact of a delay in product introduction is that sales are simply shifted
later in time, Another model is that some of the sales are pushed beyond the “window of
opportunity” and are fost forever. Can you suggest other models for the implications of an
extension of product development time? Is such an extension ever beneficial?

3. How would you use the quantitative analysis method to capture the economic perfor-
mance of an entire line of products to be developed and introduced over several years?

Appendix A

Time Value of Money and the Net Present
Value Technique

This appendix provides a very basic tutorial on net present value for those who are unfa-
miliar with this concept.

Net present value (NPV) is an intuitive and powerful concept. In essence, NPV is
simply a recognition of the fact that a dollar today is worth more than a dollar tomor-
row. NPV calculations evaluate the value today (present value) of some futare income or
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expense. Say that a bank wiil give an fnferest rate of § percent per time period (the time
period could be a month, a quarter, or a year loag). If we invest $100 today for one time
period al an interest rate of 8 percent, how much will the bank pay out after one time pe-
riod? If we let » be the interest rate and € be the amount invested, then the amount received
after one time period i3

(T4 x C= (1 +0.08) % 100 = (1.08y x 100 = 5108

Thus, if we invest $100 for one time period at an interest rate of § percent, we will
receive $108 at the end of the time period. In other words, $100 today is worth $108 re-
ceived in the next time period.

Now, let’s say that we have invested some amount, C', for one time period at an interest
rate # Let’s also say that after the one fime period, the amount received back is $100, and
the interest rate is 8 percent. How much, then, was invested originally? We can find 7,
the original investment, by doing the reverse of what we did in the previous example:

(4P % =$100

%100 $100 100
[+r 1+0.08 108

9 = §92.59

Thus, if we invest $92.59 for one time period at an interest rate of 8 percent, we will
receive $100 at the end of the time period. In other words, $92.59 today is worth $100 re-
ceived in the next time period.

We have just shown how a dollar today is worth more than a dollar tomorrow. Of
course, $100 today is worth $100. But what is $100 received next time period worth m
today’s dollars? The answer is $92.59 as we showed in the last example. Stated another
way, the present value of $100 received in the next time period 1s $92.39 at a discount
rate of 8 percent. So, present value is the value in today’s dollars of some income received
or expense paid out in a future period.

Now let’s look at the result of investing $100 at 8 percent for longer periods:

One time period: (1+ryx C=(1 x0.08yx 5100 = 5108
Two time periods: (147 {1 +#)x$100= (1 +0.08)* x 3100 = 5116.64
Three time periods: (147 x (1 +rx (1 +r) %5100 = (1 +0.08)* x $100 = 512597

As we did eartier, jet’s Tind the present value of three separate investments of $100
received after one, two, and three tme periods:

One time period: (1 +ryx ' =§100
Ch = S0 £92.59
b+ (.08
The present value of $100 received next time period is $92.59.
Two time periods: T+ = {1+ =500
= - $100 e §85.7
{1+ 0.08)°

The present vatue of $100 received after two time periods is $85.73.
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Three time periods: (I+rx(d+r>x{l+rxC =3%100

oo 8100

=T = §79.38
(1+0.08)

The present value of $100 received after three time periods
15 579.38.

We found the present value of these three separate investments. Let’s say instead that
we had one investment that paid out $100 in each of time periods one, two, and three,
What would that investment be worth today? The answer is simply the sum of the indi-
vidual present values, or $257.70. The sum of the present values is called the ner present
value, or NPV, NPV is the present value of ail cash inflows and all cash outflows. The
present value of a cash outflow is just the negative of a cash inflow of the same amount.

We can summarize the present value calculation into a convenient formula. The pres-
ent value (PV) of an amount C received (or paid out) ¢ time periods from now is

C
(+ry

PV =

Some calculators have a special present value function on them which can do the cal-
culations quickly. Most computer spreadsheet programs have special financial functions
which automatically do the present value calculations. The information required for these
special functions is the future amount paid out, the inferest rate, and the number of time
periods of the investment,

What Interest Rate Should We Use?

The interest rate (also called the discount rate, discount factor, or hurdle rate) to use is
Our oWt Or our company’s “opportunity cost of capital” It is called the opportunity cost
of capital because it is the return forgone by investing in the project rather than in other
investments. Stated another way, the discount factor is the reward that investors demand
for accepting delayed payment. A project which has a positive NPV must be earning more
than the opportunity cost of capital and is thus a good investment. Note that many firms
apply a constant hurdle rate to all their investment decisions. In recent years most firms

have been using discount factors of 10 to 20 percent.

Sunk Costs Are lrrelevant for Net Present
Value Calculations

In the context of product development decision making, costs that have already been
incurred are termed sunk costs. Because sunk costs are past and irreversible outflows,
they cannot be affected by present or future decisions, so they should be ignored for
NPV calculations. To clarify this point, let’s consider an example of the familiar “cut our
losses™ argument: “We've already spent over $600 million and nine years with no product
to show for it, and you want me to approve another $90 million? That’s crazy!” While this
type of argument might sound logical, in fact the amount of money already spent is not
important for the decision of whether or not to spend $90 million more. What is impor-
tant is how much extra profit will be gained from investing the additional $90 million.
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Say that the expected profit from product sales is $350 million. Let’s look at the NPV of
the two options (assume all numbers given are present valuesy:

*Cut Gur Losses” *Invest $90 Million More”

Additional amount invested: 50 Additional amount invested: ~$9C
Profits from product sales: G Profits from product sales: 350
MPY of “cut losses” decision: $0 NPV of "invest” decision: $260
Total invested: ~%600 Total invested: ~$46%0
Total profect return; ~-$600 Total project returm: ~-$340

Recause the “invest” decision has a positive NPV, the firm should proceed. While it is
clear that the firm will lose money on the project in either case, the $600 miltion already
spent is a sunk cost and should not impact the invest-or-cut-losses decision. Of course,
the sunk cost argument is a cold analytical perspective; there is a saying that “sunk costs
are only relevant to the manager who sunk them.” Project managers with a long record of
negative total project returns may find that sunk costs are extremely relevant to their abil-
ity to get support for future projects.

Product development projects face many perils. For example, the team may think that the
manufacturing cost for a particular new product will be 840 per unit. However, the cost
could be much higher or it might even be lower. The team does not know for sure until
the product is actually built. The team may forecast sales for the new product, but the
forecasts depend on {among other things) when competitors get their versions to the mar-
ket, and this information will not be available until their products are actually infroduced.
These uncertainties that are particular to a project are called project-specific risks. How
should projeci-specific risks be accounted for? Some development teams increase the dis-
count rate to offset uncertainty about the outcomes. However, such an arbitrary increment
in the discount rate would be applied uniformly to both certain and uncertain cash flows.
Fortunately, better approaches are available if the team is able to estimate the probabilities
of uncertain cash flows.

Instead of using arbitrary adjustments to the discount rate, development teams shouid
strive for realistic forecasting of cash flows. These forecasts can be supplemented with
sensitivity analysis to understand the impact of the full range of possibie outcomes for the
uncertain factors. Project-specific risks should be considered only in the expected cash
flows and not in the discount rate,

Sensitivity analysis can be performed by systematically varying the model parameters,
such as product price or manufacturing cost, to understand how critically the net present
value depends on specific values for these parameters. A basic analysis can be performed
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one variable at a time, as explained in the body of this chapter, or combinations of vari-
ables can be adjusted to form realistic scenarios. A more sophisticated analysis can be
performed using Monte Carlo simulation based on assumed probability digributions For
the parameters in the model.

Note that there is a second type of risk, general market risk which is not specific to
the project. General market risk stems from the fact that there are cconomywide periis,
which threaten all businesses and projects. Although entire books on calculating market
risk have been written, for our purposes it suffices to say that market risk i typically ac-
counted for by inflating the discount rate, '

Analyzing Scenarios

Sormetimes projoct teams face discrete scenarios that are clearly foreseeable and that will
have a direct and significant influence on the project outcome. For example, & team may
have filed a patent application on a novel and distinctive product concept. If the patent is
allowed, then the team expects to face much less of a competitive threat than if the pit-
ent is not allowed. These two scenarios can be modeled as a decision ree. as shown in
Exhibit 15-16. (In this case, there is not an explicit decision, but rather an outcorme of an
uncertain process. These diagrams are nevertheless called decision trees by convention.)
The two branches of this tree represent the two scenarios the team envisions. The present
value of the project can be analyzed for each scenario taken mdependently. The team can
also assign a probability to each scenario, Given these inputs, the team can now calcnlate
the expected net present value for the project accounting for the two possible scenarios:

NPV =Py, x PV, + Py x PV, where P, + Py =1
For the situation depicted by the decision tree shown in Exhibit 15-16,
NPV =0.60 x $6,500,000 + 0.40 x $1,500,006 = 34,500,000

This kind of analysis is appropriate when discrete and distinet scenarios can be envisioned
and when these scenarios have substantially different cash flows.

Analyzing Scenarios with Decision Points

When analyzing product development projects, the team should recognize that most devel-
opment projects can be discontinued or redirected based on the latest information available.
Such decision points may occur at the time of major milestones or reviews, This flexibil-
ity to expand or contract a project is financially valuable. The notion of decision DOinS
with the ability to change an investment is the subject of an entire figld of analvsis called

Patent Allowed
PV, = $6,500,000

Launch
Product

Patent not Allowed
PV, = $1,600,000
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faunch Produet
with High Market Risk
PV, = $2,000,000

O
¥

Launch Product with Low Market Risk

PV, = $5,000,00C
MMarkat Testing

PV, = - $1,000,000

Py, =30% Cancel Project and Salvage Assets

PV, = $500,000

EXHIBIT 15-17 In this situation, the team can either launch the product immediately and face a
great deal of market risk or it can fest the market and then decide whether to launch the product.

real aptions. Copeland and Antikarov (2001) provide a detailed treatment of this subject.
Here we provide a way to think about scenarios containing decision points.

Consider the scenario depicted in Exhibit 15-17. A team is contemplating the launch of
a product in an entirely new category, which is an inherently risky type of project. The team
could just launch the project and hope for success, or it could spend time and money testing
the product in the marketplace. If it invests in market testing, the team may discover that the
product is not viable, in which case it has the option to cancel the project. Alternatively, it may
discover that the market is highly responsive to the new product, in which case it can launch
with confidence and a much higher associated expected value of the future cash flows.

As a base case, the team analyzes the value of just launching the product without investi-
gation. Given the team’s assessment of the likelihood of success, the present value is $2 mil-
lion for this plan. The value of market testing follewed by a decision to proceed or not can be
analyzed as follows. In this case, the team spends an additional $1 million for investigation.
After investigation there is a 70 percent chance that the team will launch the product and reap
positive cash flow of $5 million. There is a 30 percent chance that the team will decide to
cancel the project, reaping only $0.5 million in salvage value. Thus, the net present value of
the project is

NPV = PVi+ Py X Pl + Py x PV,
= _$1.,000,000 + 0.70 x $5,000,000 + 0.30 x $500,000
= $2,650,000

Based on these estimates, because the net present value exceeds that of just launching
the product without testing, the team would be better off spending the $§1 million to test
the market. There are, of course, many factors that influence a decision about whether
to Jaunch a product with high uncertainty or to perform further investigation. Economic
modeling can be used as one perspective for informing this kind of decision.
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The Cheetah microfiim cartridge.
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A manufactarer of microfilm imaging equipment approached the Eastman Kodak Com-
pany to design and supply the microftim cartridges for use with a new machine under
development (Exhibit 16-1}. The target specifications were similar to previous products
developed by the cartridge group at Kedak. However, in contrast to the usual 24-month
development time, the customer needed prototype cartridges for demonstration at a trade
show in just & months, and production was to begin 4 months fater. Kodak accepted this
challenge of cutting its normal development time n half and called its efforts the Cheetah
project. Effective project management was crucial to the successful completion of the
praject.

For all but the simplest products, product development involves many people complet-
ing many different tasks. Successful product development projects result in high-quality,
low-cost products while making efficient use of time, money, and other resources. Profect
management is the activity of planning and coordinating resources and tasks to achieve
these goals.

Project management activities occur during project planning and project execution.
Project planning involves scheduling the project tasks and determining resource require-
ments. The project plan is first laid out during the concept development phase, although it
is a dynamic entity and continues to evolve throughout the development process,

Project exceution, sometines called project control, invalves coordinating and facili-
tating the myriad tasks required to complete the project in the face of inevitable unantici-
pated events and the arrival of new information. Execution is just as important as plan-
ning; many teams fail because they do not remain focused on their goals for the duration
of the project.

This chapter contains five remaining sections. We first present the fundamentals of
task dependencies and timing, along with three tools for representing relationships among
project tasks. In the second section we show how these principles are used to develop an
effective product development plan. In the third section we provide a set of guidelines for
completing projects more quickly. After that, we discuss project execution, and finally we
present a process for project evaluation and continucus improvement.

Understanding and Representing Tasks

Product development projects involve the completion of hundreds or even thousands
of tasks. This section discusses some of the fundamental characteristics of interacting
tasks—the “basic physics” of projects. We also present three ways to represent the tasks
in @ project.

Sequential, Paraliel, and Coupled Tasks

Exhibit 16-2 displays the tasks for three portions of the Cheetah project. The tasks are
represented by boxes, and the information (data) dependencies among the tasks are rep-
resented by arrows. We refer to this representation as an information-processing view or
a data-driven perspective of product development because most of the dependencies in-
volve transfer of information (data) between the tasks. We say that task B is dependent on
task A if an output of task A is required to complete task B. This dependency is denoted
by an arrow from task A to task B.
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The three basic
types of task
dependencies;
(a) sequential,
(b} paratlel, and
{c) coupled.
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Exhibit 16-2(a) shows three tasks, two of which are dependent on the cutput of another
task. These tasks are sequential because the dependencies impose a sequential order in
which the tasks must be completed. {Note that when we refer to tasks being “completed”
sequentially, we do not necessarily mean that the later task cannot be started before the
carlier one has been completed. Generally the later task can begin with partial informa-
tion but cannot finish until the earlier task has been completed.} Exhibit 16-2(b} shows
four development tasks. The middle two tasks depend only on the task on the left, but not
on each other. The task on the right depends on the middle two tasks. We call the middle
two tasks parallel because they are both dependent on the same task but are independent
of each other. Exhibit 16-2(c) shows five deveiopment tasks, three of which are coupled.
Coupled tasks are mutually dependent; each task requires the result of the other tasks in
order to be completed. Coupled tasks either must be executed simultaneously with contin-
ual exchanges of information or must be carried out in an iterative fashion. When coupled
tasks are completed iteratively, the tasks are performed either sequentially or simultane-
ously with the understanding that the results are tentative and that each task will most
likely be repeated one or more times until the team converges on a solution.




336 Chapter 16

EXHIBIT 16-3
Simplified
design structure
matrix for the
Kodak Cheetah
project.

The Design Structure Matrix

A useful tool for representing and analyzing task dependencies is the design structure
matrix (DSM). This representation was originally developed by Steward (1981) for the
analysis of design descriptions and has more recently been used to analyze development
projects modeled at the task level (Eppinger et al., 1994, Eppinger, 2061, Exhibit 16-3
shows a DSM for the 14 major tasks of the Cheetah project. {Kodak’s actual plan included
more than 100 tasks.)

n a DSM model, a project task is assigned o a row and a corresponding column, The
rows and columns are named and ordered identically, although generally only the rows
list the complete names of the tasks. Each task is defined by a row of the matrix. We rep-
resent a task’s dependencies by placing marks in the columns to indicate the other tasks
{columns) on which it depends. Reading across a row reveals all of the tasks whose oufput
is required to perform the task corresponding to the row. Reading down a column reveals
which tasks receive information from the task corresponding to the column. The diagonal
cells are usuaily filled in with dots or the task labels, simply to separate the upper and
lower triangles of the matrix and to facilitate tracing dependencies.

The DSM is most useful when the tasks are listed m the order in which they are to
be executed. In most cases, this order will correspond to the order imposed by sequen-
tial dependencies. Note that if only sequentially dependent tasks were contained in the
DSM, then the tasks could be sequenced such that the matrix would be lower triangular;
that is, no marks would appear above the diagonal. A mark appearing above the diago-
nal has special significance; it indicates that an earlier task is dependent on a later task.
An above-diagonal mark could mean that two sequentialty dependent fasks are ordered
backward, in which case the order of the tasks can be changed to eliminate the above-
diagonal mark. However, when there is no ordering of the tasks that will eliminate an
above-diagonal mark, the mark reveals that fwo or more tasks are coupled,

Changing the order of tasks is calied sequencing ot partitioning the DSM. Simple
algorithms are available for partitioning DSMs such that the tasks are ordered as much
as possible according to the sequential dependencies of the tasks. Inspection of a par-
titioned DSM reveals which tasks are sequential, which are parailel, and which are
coupled and will require simultanecus solution or iteration. In a partitioned DSM, a task
is part of a sequential group if its row contains a mark just below the diagonal. Two or
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more tasks are paralie]l if there are no marks linking them. As noted, coupled tasks are
identified by above-diagonal marks. Exhibit 16-3 shows how the DSM reveals all three
types of relationships.

More sophisticated use of the DSM method has been a subject of research at MIT
since in the 1990s. Much of this work has applied the method to larger projects and to the
development of complex systems such as automobiles and airplanes. Analytical methods
have been developed to help understand the cffects of complex task coupling (Smith and
Eppinger, 1997); to predict the distribution of possibie project completion times and costs
(Cho and Eppinger, 2001}); and to help plan organization designs based on product archi-
tectures {Eppinger, 1997).

DDSM practitioners have found that creative uses of the DSM’s graphical display of
project task relationships can be highly insightful for project managers in both the plan-
ning and execution phases. The chapter appendix presents a larger DSM model in which
several overlapping phases of coupled development activitics are represented.

Gantt Charts

The traditional tool for representing the timing of tasks is the Gantt chart. Exhibit 16-4
shows a Gantt chart for the Cheetah project. The chart contains a horizontal time line cre-
ated by drawing a horizontal bar representing the start and end of each task, The filled-in
portion of each bar represents the fraction of the task that is complete. The vertical line
in Exhibit 16-4 shows the current daie, so we can observe directly that task I¥ is behind
schedule, while task E is ahead of schedule.

A Gantt chart does not explicitly display the dependencics among tasks. Task depen-
dencies consfrain, but do not fully determine, the timing of the tasks. The dependencies
dictate which tasks must be completed before others can begin (or finish, depending on

Tasks Completed: A, B, C, E
A Receive & accept spec.  [EER AI’:Beeahc;no(i gggggz:g ?

B Concept generation/selection
€ Design beta cartridges

D Produce beta cariridges

E Develop testing program

F Test beta cartridges

& Design production cartridge

H Design mold
I Design assembly tooling
J Purchase assembly equipment [

K Fabricate molds T

L Debug molds 1
M Certify cartridge [

N Initial production run N

L I § } { I t | 1 H i : t
Aug Sep Oct Nov {Dec Jan Feb Mar Apr May Jun Jul Aug

Current Date

EXHIBIT 16-4  Gantt chart for the Cheetah project.
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EXHIBIT 165
PERT chart for
the Cheetah
project. The
critical path

is desipnated

by the thicker
tines connecting
tasks. Note that
tasks G, H, and
1 are grouped
together because
the PERT
representation
does not depict
coupled tasks
explicitly.

the nature of the dependency) and which tasks can be completed in parallel. When two
tasks overlap in time on a Gantf chart, they may be parallel, sequential, or iteratively
coupied. Parallel tasks can be overlapped in time for convenience in project scheduling
because they do not depend on one another. Sequential tasks might be overlapped in time,
depending on the exact nature of the information dependency, as described below i the
section on accelerating projects. Coupled tasks must be overlapped in time because they
need to be addressed simultaneously or in an iterative fashion.

PERT Charts

PERT (program evaluation and review technique) charts explicitly represent both depen-
dencies and timing, in effect combining some of the information contained i the DSM
and Gantt chart. While there are many forms of PERT charts, we prefer the “activities on
nodes™ form of the chart, which corresponds to the process diagrams that most people are
familiar with. The PERT chart for the Cheetah project is shown in Exhibit 16-5. The blocks
in the PERT chart are iabeled with both the task and its expected duration. Note that the
PERT representation does not allow for loops or feedback and so cannot explicitly show
iterative coupling. As a result, the coupled tasks G, H, and [ are grouped together into one
task, The graphical convention of PERT charts is that ali links between tasks must proceed
from left to right, indicating the temporal sequence in which tasks can be completed. When
the blocks are sized to represent the duration of tasks, as in a Gantt chart, then a PERT dia-
gram can also be used to represent a project schedule.

The Critical Path

The dependencies among the tasks in a PERT chart, some of which may be arranged
sequentially and some of which may be arranged in parallel, lead to the concept of a
critical path. The critical path is the longest chain of dependent events. This is the single

A Receive & accept specification] H Design mold

8 Concept generationfselection | | Design assembly tooling

C Design beta cartridges J Purchase assembly equipment
D Produce beta cartridges K Fabricate molds

E Develop testing program L Debug molds

F Test beta cartridges B Certify cartridge

G M

Design production cariridge Initial production run

Duration (waeks)
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sequence of tasks whose combined required times define the minimum possible comple-
tion Gme for the entire set of tasks. Consider for example the Cheetah project repre-
sented i Exhibit 16-5. Bither the sequence C-D-F or the sequence C-E-F defines how
much time is required to complete the four tasks C, D, E, and F In this case, the path
C-D-F requires 18 weeks and the path C-E-F requires 15 wecks, so the critical path for
the whole project includes C-D-F. The critical path for the project is denoted by the thick
lines in Exhibit 16-5. Identifying the critical path is important because a delay in any of
these critical tasks would result in an increase in project duration. All other paths con-
tain some slack, meaning that a delay in one of the noncritical tasks does not necessarily
create a delay for the entire project. Exhibit 16-4 shows that task D is behind schedule.
Recause task D) is on the critical path, this delay, if not corrected, will result in a delay of
the completion of the entire project.

Several software packages are available for producing Gantt charts and PERT charts;
these programs can also compute the critical path.

Baseline Project Planning

The project plan is the roadmap for the remaining development effort. The plan is im-
portant in coordinating the remaining tasks and In estimating the required development
resources and development time, Some measure of project planning occurs at the carliest
stages of product development, but the importance of the plan is highest at the end of the
concept development phase, just before significant development resources are commiit-
ted. This section presents a method for creating & baseline project plan. After establishing
this baseline, the tcam considers whether it should modify the plan to change the planned
development time, budget, or project scope. The results of the concept development phase
plus the project plan make up the confract book.

The Contract Book

We recommend that a contract book be used to document the project plan and the results
of the concept development phase of the development process. The concept of a contract
book is detailed by Wheelwright and Clark (1992). The word contract is used to emphasize
that the document represents an agreement between the development team and the senior
management of the company about project goals, direction, and resource requirements. The
book is sometimes actually signed by the key team members and the senior managers of the
company. A table of contents for a contract book is shown in Exhibit 16-6, along with refer-
ences to the chapters in this book where some of these confents are discussed.

Relow we discuss clements of the project plan: the project task list, team staffing and
organization, the project schedule, the project budget, and the project risk areas.

Project Task List

.. We have already introduced the idea that a project consists of a collection of tasks. The
first step in planning a project is to list the tasks which make up the project. For most

product development projects the team will not be able to list every task in great detail;
100 much uncertainty remains in the subsequent development activities, However, the
team will be able to list its best estimate of the remaining tasks at a general level of detail.
To be most useful during project planning, the task list should contain from 50 to 200
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EXHIBIT 16-6
Tabie of
contents of a
contrast book
for a project

of moderate
complexity.

ftem Approximate Pages See Chapterls)
Mission Statement 1 3
Customer Needs List 1-2 4
Competitive Analysis 12 3,4,5 7,8
Product Specifications 1-3 5
Sketches of Product Concept 1-2 6, 10
Concept Test Report -2 8
Sales Forecast 1-3 8, 15
Economic Analysis/Business Case 1-3 15
Manufacturing Plan 1-5 11
Project Plan
Task List 15 2,16
Design Structure Matrix 2-3 16
Team Staffing and Organization 1 2,16
Schedule {Gantt and/or PERT) 1-2 16
Budget i 16
Risk Plan 1 16
Project Performance Measurement Plan 1 16
incentives 1 16

Total 18-38 Pages

items. For small projects, such as the development of a hand tool, each task may cor-
respond, on average, to a day or two of work for a single individual. For medium-sized
projects, such as the development of a computer printer, each task may correspond tc a
week of work for a small group of people. For a large project, such as the development of
an automobile, each task may correspond to one or more months of efforts for an entire
division or subteam. For large projects, each of the tasks identified at this level may be
treated as its own development project with its own project plan.

An effective way to tackle the generation of the task list is to consider the tasks in each
of the remaining phases of development. For our generic development process, the phases
remaining after concept development are system-level design, detail design, testing and
refinement, and production ramp-up. (See Chapter 2, Development Processes and Orga-
nizations.) In some cases, the current effort will be very similar to a previous project. In
these cases, the list of tasks from the previous project is a good starting point for the new
task list. The Cheetah project was very similar to dozens of previous efforts. For this rea-
son, the team had no trouble identifying the project tasks. (lts challenge was to complete
them quickly.)

After listing all of the tasks, the team estimates the effort required to complete each
task. Effort is usually expressed in units of person-hours, person-days, of person-weeks,
depending on the size of the project. Note that these estimates reflect the “actual work-
ing time” that members of the development team would have to apply to the task and not
the “elapsed calendar time” the team expects the task to require. Because the speed with
which a task is completed has some influence on the total amount of effort that must be
applied to the task, the estimates embody preliminary assumptions about the overall proj- .
ect schedule and how quickly the team will attempt to complete tasks. These estimates are -
typically derived from past experience or the judgment of experienced members of the
development team. A task list for the Cheetah project is shown in Exhibit 16-7.
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EXHIBIT 167
Task Hst for the Task Estimated Person-Weeks
Cheetah project. Concept Development
Ghls tasl«? list Receive and accept spacification 8
is abbreviated Concept generation/selection 16
for clarity; Detai .
the actual list etail Design
contained over Design beta cartridges 62
100 tasks.) 0 Produce bets cartridges 24
i Develop testing program 24
L Testing and Refinement
Test heta (%E"ﬁridges 20
Design production cartridge 56
Design mold - 36
Design assefbly tooling 24
Purchase assembly equipment 16
Fabricate mok 16
- Debug molds 24
» Certify cartrid 12
16
354

nd Organization

he collection of individuals who complete project tasks. Whether
this team is effective depends on a wide variety of individual and organizational
'.inertse_}:; (1997) propose seven criteria as determinants of the speed
complete product development; in our experience these criteria
ther dimensions of team performance as well:

s

meﬁ_ﬁ}em of the team.
. Members volunteer {0 serve on the team.
team from the time of concept development until product launch.

bers report dirs tly to the team leader,
k@y:fmmiensﬁ mncluding at least marketing, design, and manufacturing, are on the

ers are located within conversational distance of each other.

While few teams azf_ > staffed and organized ideally, these criteria raise several key is-
7 big should the tearn be? How should the team be organized relative (o the larger
7 Which functions should be represented on the team? How can the development
very large project exhibit some of the agility of a smail team? Here we address
s telated to team size. Chapter 1, Introduction, and Chapter 2, Development

‘and Organizations, address some of the other team and organizational issues.




342  Chapter 16

The minimum number of people required on the project team can be estimated by di-
viding the total estimated time to complete the project tasks by the planned project dura-
tion. For example, the estimated task time for the Cheetah project was 354 person-weeks.
The team hoped to complete the project in 12 months (or about 50 weeks), so the mini-
mum possible team size would be seven people. All other things being equal, small teams
seem to be more efficient than large teams, 8o the ideal situation would be to have a team
made up of the minimum number of people, cach dedicated 100 percent to the project.

Three factors make realizing this ideal difficult. First, specialized skills are often
required to complete the project. For example, one of the Cheetah tasks was to design
molds. Mold designers are highly specialized, and the team could not use a mold designer
for a full year. Second, one or more key team members may have other unavoidable re-
sponsibilities. For example, one of the engineers on the Cheetah project was responsible
for assisting in the production ramp-up of a previous project. As a result, she was only
able to commit half of her time to the Cheetah project initially. Third, the work required to
complete fasks on the project is not constant over time. In general, the work requirement
increases steadily until the beginning of production ramp-up and then begins to taper off.
As & result, the team will generally have to grow in size as the project progresses in order
to complete the project as quickly as possible.

After comsidering the need for specialized skills, the reality of other commitments of
the team members, and the need to accommodate an increase and subsequent decrease in
workload, the project leader, in consultation with his or her management, identifies the
full project staff and approximately when each person will Jjoin the team. When possible,
team members are identified by name, although in some cases they will be identified only
by area of expertise (e.g., mold designer, industrial designer). The project staffing for the
Cheetah project is shown in Exhibit 16-8.

Project Schedule

The project schedule is the merger of the project tasks and the project timeline. The
schedule identifies when major project milestones are expected to occur and when each
project task is expected to begin and end. The team uses this schedule to track progress

Person Month: 1 2 3 4 5 &€ 7 & 9 10 11 12
Teamn Leader 100 100 100 100 100 100 100 100 100 100 100 100
Schedule Coordinator 25 25 25 25 25 25 25 25 25 25 25 25
Customer Liaison 50 50 50 50 25 25 25 25 25 25 25 2%
Mechanical Designer 1 100 100 100 100 100 100 100 100 50 56 30 5C
Mechanical Designer 2 50 100 100 100 100 100 100 5O

CAD Technician 1 50 100 100 100 100 10D 100 00 50 50 50
CAD Technician 2 50 110G 100 100 100 100 50

Mold Designer 1 25 25 25 2% 100 100 100 100 25 25 25

Mold Designer 2 160 100 100 100

Assembly Tool Designer 25 25 25 25 100 1060 100 100 100 100 50 50
Manufacturing Engineer 50 50 60 10C 100 100 100 10C 100 100 100 100

Purchasing Engineer 50 50 100 100 100 100 100 100 106 100 100

EXHIBIT 16-8  Project staffing for the Cheetah project. Numbers shown are approximate percentages of full time.
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and to orchestrate the exchange of materials and information between individuals. It s
therefore Important that the schedule is viewed as credible by the entire project team.
We recommend the following steps to create a baseline project schedule:

- Use the DSM or PERT chart to identify the dependencies among tasks.
. Position the key project milestones along a timeline in 2 Gantt chart.
- Schedule the tasks, considering the project staffing and other critical resources.

N

Adjast the timing of the milestones to be consistent with the time required for the tasks.

Project milestones are useful as anchor points for the scheduling activity. Common
milestones include design reviews (also called phase reviews or design gates), compre-
hensive prototypes (e.g., alpha prototype, beta prototype), and frade shows. Because these
evenis typically require input from almost everyone on the development team, they serve
as powerful forces for integration and act as anchor points on the schedule. Once the mile-
stones are laid out on the schedule, the tasks can be arranged between these milestones.

The Cheetah schedule was developed by expanding the typical project phases into a
set of approximately 100 tasks. The major milestones were the concept approval, the tegt-
ing of beta prototype cartridges, the trade show demonstration, and production ramp-up.
Relationships among these activities and the critical path were documented using a com-
bined PERT/Gantt chart.

Project Budget

Budgets are customarily represented with 4 simple spreadsheet, although many compa-
nies have standard budgeting forms for requests and approvals. The major budget items
are staff, materials and services, project-specific facilities, and spending on outside devel-
opment resources.

For most projects the largest budget item is the cost of staff. For the Cheetah project, per-
sonnel charges made up 80 percent of the total budget. The personnel costs can be derived
direcily from the staffing plan by applying the loaded salary rates to the estimated fime com-
mitments of the staff on the project. Loaded salaries inciude employee benefits and overhead
and are typically between two and three times the actual salary of the team member. Many
companies use only one or two different rates to represent the cost of the people on a proj-
ect. Average staff costs for product development projects range from $2,000 to $5,600 per
person-week. For the Cheetali project, assuming an average cost of $3,000 per person-week,
the total cost for the 354 person-weeks of effort would he 51,062,000,

Early in the development project, uncertainty of both timing and costs are high, and
the forecasts may only be accurate within 30 to 50 percent. In the later stages of the proj-
ect the program uncertainty is reduced fo perhaps 5 percent to 10 percent. For this reason
some margin should be added to the budget as a contingency. A summary of the Cheetah
project budget is shown in Exhibit 16-9.

Project Risk Plan

Projects rarely proceed exactly according to plan. Some of the deviations from the plan
are minor and can be accommodated with little or no impact on project performance.
Other deviations can cause major delays, budget overruns, poor product performance, or
high manufacturing costs. Often the team can assemble, in advance, a list of what might
g0 wrong, that is, the areas of risk for the project. '
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EXHIBIT

16-10

Risk plan for
the Cheetah
project.

ftem Amount
taff salaries

354 person-weeks @ $3,000/week $1.062,000
Materials and Services 125,000
Prototype Molds 75,000
Outside Resourceas, Consultants 25,000
Travel 50,000
Subtotal $1,337,000
Contingency (20%} $267,400
Total $1,604,400

EXHIBIT 169  Summary budget for the Cheetah praject. The production tooling and
equipment are accounted for as manufacturing costs rather than as part of the development project
budget. (Kodak figures are disguised and listed here only for illustration.)

Risk Risk Level Actione to Minimize Risk

Change in custorer specifications Moderate s Involve the customer in process of
refining specifications.

Work with the customer to estimate
time and cost penalties of changes.

Poor feeding characteristics Low + Build early functional prototype from
of cartridge design machined parts.
e Test prototype in microfilm machine.
Delays in mold-making shop Moderate e Reserve 25% of shep capacity for
May-July.
Malding problems reguire High e Invoive mald maker and mold
rework of mold designer in the part design.

e Perform mold filling computer analysis.

« Fstabiish design rules for part design.

o Choose materials at end of concept
development phase.

After identifying each nisk, the team can prioritize the risks. To do so, some teams use
a scale combining severity and likelihood of each risk. A complete risk plan also includes
a list of actions the team will take to minimize the risk. In addition to pushing the team to
work to minimize risk, the explicit prioritization of risk during the project planning activ-
ity helps to minimize the number of surprises the team will have to communicate to ifs
senior management later in the project. The risk plan for the Cheetah project is shown in
Exhibit 16-10.

Medifying the Baseline Plan

The baseline project plan embodies assumptions about how quickly the project should be
completed, about the performance and cost goals for the product, and about the resources
to be applied to the project. After completing a baseline plan, the team should consider



Muanaging Projects 345

whether some of these assumptions should be revisited. In particular, the team can usually
choose to trade off development time, development cost, product manufacturing cost, prod-
uct performance, and risk. For example, a project can sometimes be completed more quickly
by spending more money. Some of these trade-offs can be explored quantitatively using the
economic analysis techniques described in Chapter 15, Product Development Economics.
The team may also develop contingency plans in case certain risks cannot be overcome. The
most common desired modification to the baseline plan is to compress the schedule, For
this reason, we devote the next section to ways the team can accelerate the project.

Accelerating Projects

Product development time is often the dominant concern in project planning and ex-
ccution. This section provides a set of guidelines for accelerating product development
projects. Most of these guidelines are applicable at the project planning stage, aithough a
few can be applied throughout a development project. Accelerating a project before it has
begun is much easier than trying to expedite a project that is already underway.

The first set of guidelines applies to the project as z whole.

* Start the project early. Saving a month at the beginning of a project is just as helpful
as saving a month at the end of a project, vet teams often work with little urgeney be-
fore development formally begins. For example, the meeting to approve & project plan
and review & contract book is often delayed for weeks because of difficulty in sched-
uling a meeting with senior managers. This delay at the beginning of a project costs
exactly as much time as the same delay during production ramp-up. The easiest way to
complete a project sooner is to start it early.

* Manage the project scope. There is a natural tendency to add additional features and
capabilities to the product as development progresses. Some companies call this phe-
nomenon “feature creep” or “creeping elegance,” and in time-sensitive contexts it may
result in an elegant product without a market. Disciplined teams and organizations are
able to “freeze the design” and leave incremental improvements for the next generation
of the product.

* Facilitate the exchange of essential information. As shown in the DSM representa-
tion, a tremendous amount of information must be transferred within the prodact
development team. Every task has one or more internal customers for the mformation
it produces. For small teams, frequent exchange of information is quite natural and
is facilitated by team meetings and colocation of team members. Larger tcams may
require more structure to promote rapid and frequent information exchange. Blocks of
coupled tasks revealed by the DSM identify the specific needs for intensive informa-
tion exchange. Computer networks and cotlaboration sofiware tools can facilitate regu-
lar information transfer within large and dispersed product development teams.

The second set of guidelines is aimed at decreasing the time required to complete the
tasks on the critical path. These guidelines arise from the fact that the only way to reduce
the time required to complete a project is to shorten the critical path. Note that a deci-
sion to allocate additional resources to shortening the critical path should be based on the
value of accelerating the entire project. For some projects, time reductions on the critical
path can be worth hundreds of thousands, or even miltions, of dollars per week.
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o Complete individual tasks on the critical path more guickly. The benefit of recogniz-

ing the critical path is that the team can focus its efforts on this vital sequence of tasks.
The critical path generally represents only a small fraction of the total project effort,
and so additional spending on completing a critical task more quickly can usually quite
casily be justified. Sometimes completing critical tasks more quickly can be achieved
simply by identifying a task as critical so that it gets special attention, starts earlier,
and is not interrupted. Note that the accelerated completion of & critical task may cause
the critical path to shift to include previously noncritical tasks.

Aggregate safety times. The estimated duration of each task in the project generally
includes some amount of “safety time” This time accounts for the many normal but
unpredictable delays which oceur during the execuiion of each task. Common delays
inciude: waiting for information and approvals, interruptions from other tasks or proj-
ects, and tasks being more difficult than anticipated. Goldratt (1997) estimates that
built-in safety doubles the nominal duration of tasks. Although safety time is added
to the expected task duration to account for random delays, these estimates become
targets daring execution of the tasks, which means that tasks are rarely completed
early and many tasks overrun. Goldratt recommends removing the safety time from
each task along the critical path and aggregating all of the safety time from the critical
path into a single project buffer placed at the end of the project schedule. Because the
need to extend task duration occurs somewhat randomly, only some of the tasks will
actually need to utilize time from the project buffer. Therefore, a single project buffer
can be smaller than the sum of the safety times that would be included in each esti-
mate of task duration, and the critical path may be completed sooner. In practice, the
project buffer may only need to start with time equal to half of the shortened critical
path duration. Goldratt has developed these ideas into a project management method
called Critical Chain. In addition to the project buffer, the method uses feeder buffers
to protect the critical path from delays where noncritical tasks feed into the critical
path. Each feeder buffer aggregates the safety times of the tasks on a nencritical path.
Exhibit 16-11 illustrates the use of project and feeder buffers.

Eliminate some critical path tasks entively. Scrutinize each and every task on the
critical path and ask whether it can be removed oF accomplished in another way.

Feeder
Buffer

~ Finsish

@_W;ﬁ@—v% Project
Buffer

EXHIBIT 16-11 The Critical Chain method aggregates the safety time along the critical path into the project
buffer, Feeder buffers protect the critical path from delays. In this illustration, nominal task durations (in days) are given
for each task, and the critical path is shown with thicker arrows linking the crifical tasks.
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* Eliminate waiting delays for cvitical path resources. Tasks on the critical path are
sometimes defayed by waiting for a busy resource, The waiting time is frequently longer
than the actual time required to complete the task. Delays due to waiting are particularly
prominent when procuring special components from suppliers. Sometimes such de-
lays can be avoided by ordering an assortment of materials and components in order
to be sure to have the right items on hand, or by purchasing a fraction of the capacity
of a vendor’s production system in order to expedite the fabrication of prototype parts.
These expenses may make perfect economic sense in the context of the overall develop-
ment project, even though the expenditure may seem extravagant when viewed in isola-
tion. In other cases, administrative tasks such as purchase order approvals may become
bottlenccks. Because in past cartridge development projects periodic budget approvals
had caused delays, the Cheetah project leader began early to pursue aggressively the
necessary signatures o as not to hold up the activities of the entire team.

* Overlap selected critical tashs. By scrutinizing the relationships between sequentially
dependent tasks on the critical path, the tasks can sometimes be overiapped or exe-
cuted in parallel. In some cases, this may require a significant redefinition of the tasks
or even changes to the architecture of the product. {See Chapter 9, Product Architec-
ture, for more details on dependencies arising from the architecture of the product.) In
other cases, overlapping entails simply transferring partial information earlier and/or
more frequently between nominally sequential tasks or freezing the critical upstream
nformation earlier, Krishnan {1996} provides a framework for choosing various over-
lapping strategics.

* Pipeline large tasks. The strategy of pipelining is applied by breaking up a single large
task into smaller tasks whose results can be passed along as soon as they are com-
pleted. For example, the process of finding and qualifying the many vendors which
supply the components of a product can be time-consuming and can even delay the
production ramp-up if not completed carly enough. Instead of waiting until the entire
bill of materials is complete before the purchasing department begins gualifymg ven-
dors, purchasing could qualify vendors as soon as each component is identified. Pipe-
lining in effect allows nominally sequential tasks to be overlapped.

¢ Outsource some tasks. Project resource constraints are common. When a project ig
constrained by available resources, assigning tasks to an outside firm or to another
group within the company may prove effective in accelerating the overall project.

The final set of guidelines is atmed at completing coupled tasks more quickly. Recall
that coupled tasks are those which must be completed simultancously or iteratively be-
cause they are mutually dependent,

* Performn more iterations quickly. Much of the delay in completing coupled tasks is in
passing information from one person to another and in waiting for a response. I the
iteration cycles can be completed at a higher frequency, then the coupled tasks can
sometimes be completed more quickly. Faster iterations can be achieved through faster
and more frequent information exchanges. In the Cheetah project, the mechanical
engineer would work closely with the mold designer, who would in turn work closely
with the mold maker. In many cases, these three would share a single computer display
for the purpose of exchanging ideas about how the design was evolving from their
three different perspectives,
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s Pecouple tasks to avoid irerations. lterations can often be reduced or eliminated by tak-
ing actions to decouple tasks. For example, by clearly defining an interface between two
interacting components early in the design process, the subsequent design of the two
components can proceed ndependently and in parallel. The definition of the interface
may take some time in advance, but the avoidance of time-consuming iterations may
result in met time savings. (See Chapter 9, Product Architecture, for a discussion of eg-
tablishing interfaces in order to allow the independent development of components. )

« Consider sets of selutions. Iterations involve the exchange of information about the
evolving product design. Rather than exchanging point-value estimates of design
parameters, in some cases the use of ranges or sets of values may facilitate faster con-
vergence of coupled tasks. Researchers have recently described the application of such
set-based approaches o concurrent engineering at Toyota (Sobek et al., 1999).

Project Execution

Smooth execution of even a well-planned project requires careful atfention. Three prob-
lems of project execution are particularly important: (1) What mechanisms can be used
to coordinate tasks? (2) How can project status be assessed? and (3} What actions can the
team tzke to correct for undesirable deviations from the project plan? We devote this sec-
tion to these ssues.

Coordination Mechanisms

Coordination among the activities of the different members of the team is required
throughout a product development project. The need for coordination is a natural out-
growth of dependencies amaong tasks. Coordination needs also arise from the inevitable
changes in the project plan caused by unanticipated events and new information. Difficul-
fies in coordination can arise from inadequate exchanges of information and from orga-
nizational barriers to cross-functional cooperation. Here are several mechanisms used by
tearns to address these difficulties and facilitate coordination.

s Informal communication: A team member engaged in a product development project
may communicate with other team members dozens of times per day. Many of these
communications are informal; they involve a spontaneous stop by someone’s desk or a
telephone call 1o solicit a piece of information. Good mformal communication is one
of the mechanisms most useful in breaking down individual and organizational barri-
ers to cross-functional cooperation. Informal communication is dramatically enhanced
by locating the core members of the development team in the same work space. Allen
(1977} has shown that communication frequency is inversely related to physical sepa-
ration and falls off rapidly when people are located more than a few meters from one
another {Exhibit 16-12). In our experience, electronic mail and, to a lesser extent, voice
mail also provide effective means of fostering informal communication among people
who are already well acquainted with one another.

+ Meetings: The primary formal communication mechanism for project teams is meet-
ings. Most teams meet formally at least once each week. Many teams meet twice each
week, and some teams meet every day. Teams located in the same work space need
fewer formal meetings than those whose members are geographically separated. Time
spent exchanging information in meetings is time not spent completing other project
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tasks. In order to minimize the amount of time wasted in meetings, some feams that
hold frequent meetings meet standing up to emphasize that the meeting is intended to
be quick. Other technigues for controfling the length of meetings include preparing a
written agenda, appointing someone to run the meeting, and holding the meeting fust
before lunchtime or near the end of the day when people are anxious to leave, We rec-
ommend that team meetings be held at a regular time and place so that no extra effort is
expended in scheduling the meeting and in informing the team of its time and location.

Schedule display: The most important information system in project execution is the
project schedule, usually in the form of a PERT or Gantt chart. Most successful proj-
ects have a single person who is responsible for monitoring the schedule. On small
projects, this is nsually the team leader. Larger projecis generally have a designated
person other than the project leader who watches and updates the schedule regularly.
On the Cheetah project, Kodak provided a part-time project analyst who kept the
schedule current on a weekly basis and reported to the project team leader. The team
members understood the importance of accurate schedule projections and were very
cooperative in this effort. Schedule updates are usually displayed in Gantt chart form
(Exhibit 16-4),

Weekly updates: The weekly status memo is written by the project leader and is distrib-
uted on paper, in electronic form, or even by voice mail to the entire extended project
team, usually on Friday or over the weekend. The memo is usually one or two pages
long and lisis the key accomplishments, decisions, and events of the past week. It also
lists the key events of the coming week. It is sometimes accompanied by an updated
schedule.

Incentives: Some of the most basic organizational forms, such as functional organiza-
tions that use functional performance reviews, may inhibit the productive collaboration
of team members across functions. The tmplementation of project-based performance
measures creafes incentives for team members to contribute more fully to the project.
Having both a project manager and a functional manager contribute to individual per-
formance reviews leading to promotions, merit increases, and bonuses sends a strong
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EXHIBIT
16-12
Information
systems whicls
facilitate
product
develonment
decision
making, team
consensus, and
the exchange of
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message that project resulis are highly valued. (See Chapter 2, Development Processes
and Organizations, for a discussion of various organizational forms, including project,
fonctional, and mairix organizations.)

Process documents: Each of the methods presented in this book also has an associated
information system which assists the project team in making decisions and provides
documentation. {By information systems we mean all of the structured means the team
uses to exchange information, not only the computer systems used by the team.) For
example, the concept selection method uses two concept selection matrices to both
document and facilitate the selection process. Similarly, each of the other information
systems serves both to facilitate the logical execution of the process step and to docu-
ment its resuits. Exhibit 16-13 lists some of the important information systems used at
the various stages of the development process.

Development Activity Information Systems Used

Product segment map
Technology roadmap
Product-process change matrix
Aggregate resource plan
Procuct plan

Mission statement

Product planning

Customer needs identification Customer heeds lists

Function diagrams

Concept classification tree
Concept combination table
Concept descriptions and sketches

Concept generation

Concept screening matrix
Concept scoring matrix

Concept selection

Neads-metrics matrix
Competitive benchmarking charts
Specifications lists

Product specifications

Schematic diagram
Geometric layout
Differentiation plan
Commaonality plan

System-level design

Bill of materials
Prototyping plan

Detailed design

Industrial design Aesthetic/ergonomic importance survey

NPV analysis spreadsheet

Contract bock

Task list

Design structure matrix
Gantt chart

PERT chart

Staffing matrix

Risk analysis

Weekly status memo
Buffer report

Postrnortem project report

Product development economics

Project management
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Assessing Project Status

Project leaders and senior managers need to be able to assess project status to know whether
corrective actions are warranted. In projects of modest size {say, fewer than 50 people)
project leaders are fairly easily able to assess the status of the project. The project leader
assesses project status during formal team meetings, by reviewing the project schedule, and
by gathering information in informal ways. The leader constantly interacts with the project
team, meets reguiarly with individuals to work through difficult problems, and is able to
observe all of the information systems of the project. A team may also engage an expert
from outside the core team to review the status of the project. The goal of these reviews is fo
highlight areas of risk and to generate ideas for addressing these risk areas,

Project reviews, conducted by senior managers, are another common method of assess-
ing progress. These reviews tend to correspond to the end of each phase of development
and are key project milestones. These evenis serve not only to inform senior managers
of the status of a project but also to bring closure to a wide variety of development tasks,
While these reviews can be useful milestones and can enhance project performance, they
can also hinder performance, Detrimental results arise from devoting too much time to
preparing formal presentations, from delays in scheduling reviews with busy managers,
and from excessive meddling in the details of the project by those reviewing the project.

The Critical Chain method uses a novel approach to monitoring the project schedule.
By simply monitoring the project buffer and the feeder buffers of the project (described
briefly above), the project manager can quickly assess the criticality of each path and the
estimated project completion time. If tasks consume the project buffer faster than the
critical path is being completed, the project runs the risk of slipping the end date. A buffer
report therefore provides a concise update on the project status in terms of progress of the
critical path and its feeder paths.

Corrective Actions

After discovering an undesirable deviation from the project plan, the team attempts to
take corrective action. Problems almost always manifest themselves as potential schedule
slippage, and so most of these corrective actions relate to arresting potential delays. Some
of the possible actions mclude:

* Changing the timing or frequency of meetings: Sometimes a simple change from
weekly to daily meetings increases the “driving frequency™ of the information flow
among team members and enables more rapid completion of tasks. This is particularly
true of teams that are not already colocated (although if the team is highly dispersed
geographically, meetings can consume a great deal of travel time). Sometimes simply
moving & weekly meeting from a Tuesday morning to a Friday afternoon increases the
urgency felt by the team to “get it done this week”

* Changing the project staff: The skills, capabilities, and commitment of the members
of the project team in large measure determine project performance. When the project
team is grossly understaffed, performance can sometimes be increased by adding the
necessary staff, When the project team is overstaffed, performance can sometimes be
increased by removing staff. Note that adding staff in a panic at the end of a project
can lead to delays in project completion because the increased coordination require-
ments may outweigh the increase in human resources.
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Locating the team together physically: 1 the team is geographically dispersed, one
way to increase project performance is to locate the team in the same work space. This
action invariably increases communication among the team members. Some benefit
of “virtual colocation” is possible with electronic mail, video conferencing, and other
network-based collaboration tools.

Soliciting more time and effort from the feam: 1f some team members are distributing
their ¢fforts among several projects, project performance may be mcreased by reliev~
ing them of other responsibilities. Needless to say, high-performance project teams
include team members who regularly deliver more than a 40-hour work week to the
sraject. If a few critical tasks demand extraordinary effort, most committed teams are
willing to devote a few weeks of 14-hour days to get the job done. However, 60- or
70-hour weeks cannot reasonably be expected from most team members for more than a
few weeks without causing fatigue and burnout,

Focusing more effové on the critical tasks: By definition, only one sequence of tasks
forms the critical path. When the path can be usefully attacked by additional people,
the team may choose to temporarily drop some or all other noncritical tasks in order to
ensure timely completion of the critical tasks.

Engaging outside resonrces: The team may be able to retain an outside resource such
as a consulting firm or a supplier to perform some of the development tasks. Outside
firms are typically fast and refatively economical when a set of tasks can be clearly de-
fined and when coordination requirements are not severe,

Changing the project scope or schedule: 11 all other efforts fail to correct undesirable
deviations from the project plan, then the team must narrow the scope of the project,
identify an alternative project goal, or extend (slip) the project schedule. These changes
are necessary to maintain a credible and useful project plan.

Postmortem Project Evaluation

An evaluation of the project’s performance after it has been completed is useful for both
personal and organizational improvement. This review is often called a postmortem proj-
ect evalyation, although more friendly names are appropriate (Smith, 1996). The post-
mortem evaluation is usually an open-ended discussion of the strengths and weaknesses
of the project plan and execution. This discussion is sometimes facilitated by an outside
consultant or by someone within the company who was not involved in the project. Sev-
eral questions help to guide the discussion:

®

Did the team achieve the mission articulated in the mission statement?

Which aspects of project performance (development time, development cost, product
quality, manufacturing cost} were most positive?

Which agpects of project performance were most negative?

Which tools, methods, and practices contributed to the positive aspects of performance?
Which tools, methods, and practices detracted from project success?

What problems did the team encounter?

What specific actions can the organization take fo improve project performance?
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= What specific technical lessons were learned? How can they be shared with the rest of
the organization?

A postmortem report is then prepared as part of the formal closing of the project.
These reports are used in the project planning stage of future projects to help team mem-
bers know what to expect and to help identify what pitfalls to avoid. The reports are also a
valuable source of historical data for studies of the firm’s product development practices.
Together with the project documentation, and particularly the contract book, they provide
“before and after” views of cach project.

For the Cheetah project, the postmortem discussion involved six members of the core
team and lasted two hours. The discussion was facilitated by a consuitant, The project
was completed on time, and despite the aggressive schedule, so much of the discussion
focused on what the team had done to contribute fo project success. The team agreed that
the most important contributors to project success were:

* Empowerment of a team leader,

+ Effective team problem solving,

+ Emphasis on adherence to schedule.

« Effective communication links.

+ Full participation from multiple functions.

* Building on prior experience in cartridge development,

* Use of computer-aided design (CAD) tools for communication and analysis.
« Early understanding of manufacturing capabilities.

The Cheetah team also identified a few opportunities for improvement:

¢ Use of three-dimensional CAD tools and plastic molding analysis tools.
* Earlier participation by the customer in the design decisions.
* Improved integration of tooling design and production system design.

Summary

Successful product development requires effective project management. Some of the key
ideas in this chapter are;

* Projects consist of tasks linked to each other by dependencies. Tasks can be sequential,
parallel, or coupled.

* The longest chain of dependent tasks defines the critical path, which dictates the mini-
mum possible compietion time of the project.

* The design structure matrix (DSM) can be used to represent dependencies. Gantt
charts are used to represent the timing of tasks. PERT charts represent both dependen-
cies and timing and are frequently used to compute the critical path.

* Project planning results in a task list, a project schedule, staffing requirements, a proj-
ect budget, and a risk plan. These items are key elements of the contract book.
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. Most opportunities for accelerating projects arise during the project planning phase.
There are many ways 1o complete development projects more quickly.

« Project execution involves coordination, assessment of progress, and taking action to
address deviations from the plan.

+ Evaluating the performance of a project encourages and facilitates personal and orga-
nizaticnal improvement,
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Exercises

. The tasks for preparing a dinner (along with the normal completion times) might include:

Wash and cuf vegetables for the salad (15 minutes).
Toss the salad (2 minutes).

Set the table {8 minutes).

Start the rice cooking {2 minutes).

Cook rice (25 minutes),

Place the rice in a serving dish {1 minute).

. Mix casserole ingredients (10 minutes).

. Bake the casserole {25 minutes).

RO A O

Prepare a DSM for these tasks.

. Prepare a PERT chart for the tasks in Exercise 1. How fast can one person prepare thig

dinner? What if there were two people?

. What strategies could you employ to prepare dinner more quickly? If you thought

about dinner 24 hours in advance, are there any steps you could take to reduce the time
between arriving home the next day and serving dinner?

. Interview a project manager (not necessarily from product development}. Ask him or

her to describe the major obstacles to project success.

Thought Questions

Appendix

|. When a task on the critical path (e.g., the fabrication of a mold) is delayed, the comple-

tion of the entire project is delayed, even though the total amount of work required ic
complete the project may remain the same. How would you expect such a delay to
impact the total cost of the project?

. This chapter has focused on the “hard” issues in project management related to tasks,

dependencies, and schedules. What are some of the “soft,” or behavioral, issues related
to project management?

. What would you expect to be some of the characteristics of individuals who success-

fully lead project teams?

. Under what conditions might efforts to accelerate a product development project

also iead fo increased product quality and/or decreased product manufacturing costs?
Under what conditions might these attributes of the product deteriorate when the proj-
ect is accelerated?

Design Structure Matrix Example

One of the most useful applications of the design structure matrix (DSM) method is to
represent well-established, but complex, engineering design processes. This rich process
modeling approach facilitates:
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* Understanding of the existing development process.
 Communication of the process to the people involved.
* Process improvement.

¢ Visualization of progress during the project,

Exhibit 16-14 shows a DSM mode! of 2 critical portion of the development process
at a major automobile manufacturer. The mode! includes 50 tasks involved in the digi-
tal mock-up (DMU) process for the layout of all of the many components in the engine
compartment of the vehicle. The process takes place in six phases, depicied by the blocks
of activities along the diagonal. The first two of these phases (project planning and CAD
data collection) occur in parallel, followed by the development of the digital assembly
model (DMU preparation). Each of the last three phases invelves successively more ac-
curate analytical verification that components represented by the digital assembly model
actually it properly within the engine compartment area of the vehicle.

In contrast to the simpler DSM model shown in Exhibit 16-3, where the squares on the
diagonal identify sets of coupled activities, the DSM in Exhibit 16-14 uses such blocks to
show which activities are executed together (in parallel, sequentially, and/or iteratively)
within each phase. Arrows and dashed lines represent the major iterations between sets of
activities within each phase.
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