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Preface

New technologies in manufacturing are tightly connected to innovation. They have
thus been the key factors that support and influence a nation’s economy since the
eighteenth century, from stream engines to Industry 4.0. As the primary driving
force behind economic growth and sustainable development, manufacturing serves
as the foundation of and contribute to other industries, with products ranging from
heavy-duty machinery to hi-tech home electronics. In the past centuries, they have
contributed significantly to modern civilisation and created the momentum that still
drives today’s economy and society. Despite many achievements, we are still facing
challenges due to growing complexity and uncertainty in manufacturing, such as
adaptability to uncertainty, resource and energy conservation, ageing workforce,
and secure information sharing. Researchers and engineers across organisations
often find themselves in situations that demand advanced new technologies when
dealing with new challenges in daily activities related to manufacturing, which
cannot be addressed by existing approaches.

Targeting the challenges in solving daily problems, over the past a few years,
researchers have focused their efforts on innovative approaches to improving the
adaptability to complex situations on shop floors and energy efficiency along the
life cycle of products. New technologies and innovations include cyber-physical
system (CPS), cloud manufacturing (CM), Internet of Things (IoT), big data ana-
lytics, which are related to embedded systems and system of systems. These new
technologies are now driving industry towards yet another revolution and are
referred to the German initiative Industry 4.0. While these efforts have resulted in a
large volume of publications recently and impacted both present and future prac-
tices in factories and beyond, there still exists a gap in the literature for a focused
collection of knowledge dedicated to cloud-based CPS in manufacturing. To bridge
this gap and present the state of the art to a much broader readership, from academic
researchers to practicing engineers, is the primary motivation behind this book.

The first three chapters form Part 1 of this book on the literature surveys and
trends. Chapter 1 begins with a clear definition of cloud computing (CC) versus
cloud manufacturing (CM). CC and CM represent the latest advancement and
applications of the cloud technologies in computing and manufacturing,
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respectively. The aim of Chap. 1 is to provide a comprehensive introduction to both
CC and CM and to present their status and advancement. The discussions on CC
and CM are extended in Chap. 2 to cover the latest advancement of CPS and IoT,
especially in manufacturing systems. To comprehensively understand CPS and IoT,
a brief introduction to both of them is given, and the key enabling technologies
related to CPS and IoT are outlined. Key features, characteristics, and advance-
ments are explained, and a few applications are reported to highlight the latest
advancement in CPS and IoT. Chapter 3 then provides an overview of cybersecurity
measures being considered to ensure the protection of data being sent to physical
machines in a cybernetic system. While common to other cybernetic systems,
security issues in CM are focused in this chapter for brevity.

Part 2 of this book focuses on cloud-based monitoring, planning, and control in
CPS and is constituted from four chapters. Targeting distributed manufacturing, the
scope of Chap. 4 is to present an Internet- and web-based service-oriented system
for machine availability monitoring and process planning. Particularly, this chapter
introduces a tiered system architecture and introduces IEC 61499 function blocks
for prototype implementation. It enables real-time monitoring of machine avail-
ability and execution status during metal-cutting operations, both locally or
remotely. The closed-loop information flow makes process planning and moni-
toring two feasible services for the distributed manufacturing. Based on the
machine availability and the execution status, Chap. 5 introduces Cloud-DPP for
collaborative and adaptive process planning in cloud environment. Cloud-DPP
supports parts machining with a combination of milling and turning features and
offers process planning services for multi-tasking machining centres with special
functionalities to minimise the total number of set ups. In Chap. 6, the Cloud-DPP
is linked to physical machines by function blocks to form a CPS. Within the CPS,
function blocks run at control level with embedded machining information such as
machining sequence and machining parameters to facilitate adaptive machining. To
utilise the machines properly, right maintenance strategies are required. Chapter 7
reviews the historical development of prognosis theories and techniques and pro-
jects their future growth in maintenance enabled by the cloud infrastructure.
Techniques for cloud computing are highlighted, as well as their influence on
cloud-enabled prognosis for manufacturing.

Sustainable robotic assembly in CPS settings is covered in Chaps. 8 through 11
and organised into Part 3 of this book. Chapter 8 explains how to minimise a
robot’s energy consumption during assembly. Given a trajectory and based on the
inverse kinematics and dynamics of the robot, a set of attainable configurations for
the robot can be determined, perused by calculating the suitable forces and torques
on the joints and links of the robot. The energy consumption is then calculated for
each configuration and based on the assigned trajectory. The ones with the lowest
energy consumption are chosen for robot motion control. This approach becomes
instrumental and can be wrapped as a cloud service for energy-efficient robotic
assembly. Another robotic application is for human-robot collaborative assembly.
Chapter 9 addresses safety issues in human—robot collaboration. This chapter first
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reviews the traditional safety systems and then presents the latest accomplishments
in active collision avoidance through immersive human—robot collaboration by
using two depth cameras installed carefully in a robotic assembly cell. A remote
robotic assembly system is then introduced in the second half of the chapter as one
cloud robotic application. In Chap. 10, recent cloud robotics approaches are
reviewed. Function block-based integration mechanisms are introduced to integrate
various types of manufacturing facilities including robots. By combining cloud with
robots in form of cloud robotics, it contributes to a ubiquitous and integrated
cloud-based CPS system in robotic assembly. Chapter 11 further explores the
potential of establishing context awareness between a human worker and an
industrial robot for physical human-robot collaborative assembly. The context
awareness between the human worker and the industrial robot is established by
applying gesture recognition, human motion recognition, and augmented reality
(AR)-based worker instruction technologies. Such a system works in a
cyber-physical environment, and its results are demonstrated through case studies.

In Part 4 of this book, the aspect of CPS systems design and lifecycle analysis is
shared by Chaps. 12—15. Chapter 12 presents the architecture design of cloud CPS in
manufacturing. Manufacturing resources and capabilities are discussed in terms of
cloud services. A service-oriented, interoperable CM system is introduced. Service
methodologies are developed to support two types of cloud users, customer user
versus enterprise user, along with standardised data models describing cloud service
and relevant features. Two case studies are revealed to evaluate the system. System
design is extended in Chap. 13 to cover lifecycle analysis and management of
products. In this chapter, CM is extended to the recovery and recycling of waste
electrical and electronic equipment (WEEE). Cloud services are used in the recovery
and recycling processes for WEEE tracking and management. These services
include all the stakeholders from the beginning to the end of life of the electrical and
electronic equipment. A product tracking mechanism is also introduced with the help
of the quick response (QR) code method. Chapter 14 focuses on big data analytics.
In order to minimise machining errors in advance, a big data analytics-based fault
prediction approach is presented for shop-floor job scheduling, where machining
jobs, machining resources, and machining processes are represented by data attri-
butes. Based on the available data on the shop floor, the potential fault/error patterns,
referring to machining errors, machine faults, maintenance states, etc., are mined to
discover unsuitable scheduling arrangements before machining as well as the pre-
diction of upcoming errors during machining. Chapter 15 presents a summary of the
current status and the latest advancement of CM, CPS, IoT, and big data in manu-
facturing. Cloud-based CPS shows great promise in factories of the future in the
areas of future trends as identified at the end of this chapter. It also offers an outlook
of research challenges and directions in the subject areas.

All together, the fifteen chapters provide an overview of some recent R&D
achievements of cloud-based CPS applied to manufacturing, especially machining
and assembly. We believe that this research field will continue to be active for years
to come.
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Chapter 1
Latest Advancement in Cloud
Technologies

1.1 Introduction to Cloud Computing

During the past decade, a new computing paradigm—cloud computing has emerged
as a result of the availability of high-performance networks, low-cost computers
and storage devices as well as the widespread adoption of hardware virtualisation,
Service-Oriented Architecture (SOA), and autonomic and utility computing. Cloud
computing is a model of service delivery and access where dynamically scalable
and virtualised resources are provided as a service with high reliability, scalability
and availability over the Internet. Cloud computing introduces a new operating and
business model that allows customers to pay only for resources they actually use
instead of making heavy upfront investments. It creates a brand new opportunity for
enterprises with the advantages of higher performance, lower cost, high scalability,
availability and accessibility, and reduced business risks and maintenance expenses.
Cloud computing relies on sharing of resources to achieve coherence and economy
of scale.

The objective of this section is to give a brief but comprehensive introduction to
cloud computing. Specifically, Sect. 1.1.1 presents the historical evolution and
background of cloud computing. Section 1.1.2 gives a comprehensive introduction
to the concept of cloud computing, including its definition, operation pattern, ar-
chitecture, service delivery models, deployment models, characteristics, and
architectural requirements with respect to cloud providers, enterprises that use the
cloud as a platform, and end users. Section 1.1.3 devotes to the core and related
technologies of cloud computing. Section 1.1.4 introduces a number of typical
cloud computing infrastructure and platforms. Some tools for implementing cloud
computing are presented in Sect. 1.1.5. Finally, in Sect. 1.1.6, challenges of cloud
computing to be addressed in the future are discussed.

© Springer International Publishing AG 2018 3
L. Wang and X. V. Wang, Cloud-Based Cyber-Physical Systems in Manufacturing,
https://doi.org/10.1007/978-3-319-67693-7_1



4 1 Latest Advancement in Cloud Technologies

1.1.1 Historical Evolution and Background

The idea of cloud computing is not completely new. In fact, as early as in the 1960s,
John McCarthy already envisioned that computing facilities could be provided to
the general public as a utility. In 1969, Leonard Kleinrock [1], one of the chief
scientists of the original Advanced Research Projects Agency Network
(ARPANET) project, also anticipated that computing services could be obtained on
demand as conveniently as obtaining other utility services such as water, electricity,
gas, and telephony available in today’s society in the 21st century [2].

The advent of the Internet provides an important basis for achieving that vision.
Over the past decades, with the emergence of the Internet, many new computing
paradigms such as grid computing, peer-to-peer (P2P) computing, service computing,
market-oriented computing, and utility computing have been proposed and adopted to
edge closer towards achieving the vision of cloud computing. Grid computing [3, 4]
made it possible to share, select and aggregate a wide variety of geographically
distributed resources such as supercomputers, storage systems, data sources and
dedicated devices from different organisations for solving large-scale problems in
science, engineering and commerce. The idea of P2P computing [5] is to allows peer
nodes (i.e. computers) to share content directly with each other in a decentralised
environment. Services computing [6] establishes a linkage between business pro-
cesses and Information Technology (IT) services to enable seamless automation of
business processes by making use of IT services such as SOA and Web Services.
Market-oriented computing [7] views computing resources in economic terms such
that users can utilise computing resources needed by paying resource providers.

The latest paradigm is cloud computing, in which computing resources are
transformed into services that are commoditised and delivered in a similar manner
that traditional utilities such as water, electricity, gas and telephony are delivered. In
such a model, users can access services based on their requirements without
needing to know where the services are hosted or how they are delivered. In fact,
cloud computing emerges as a result of the evolution and convergence of several
computing trends such as Internet delivery, “pay-as-you-go/use” utility computing,
elasticity, virtualisation, distributed computing, storage, content outsourcing, Web
2.0 and grid computing. Cloud computing possesses several salient features that
differentiate it from traditional service computing, including multi-tenancy, shared
resource pooling, geo-distribution and ubiquitous network access, service oriented,
dynamic resource provisioning, self-organising, and utility-based pricing. Table 1.1
describes how cloud entered into the market [8].

1.1.2 Concept

Many definitions of cloud computing have been reported [9]. In particular, the
National Institute of Standards and Technology (NIST) [10] defined cloud
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Table 1.1 Cloud retrospective, adopted from [8]

Year Description

2000-2005 Dot.com bubble burst led to introduction of cloud

2006 Amazon entered the cloud market

2007-2008 The market disagreed on the understanding of cloud

2008 Cloud market expanded as more vendors joined

2008-2009 IT attention shifted to emerging private cloud

2009-2010 The open source cloud movement took hold (e.g. Openstack)

2009-2011, Cloud computing found its way, became popular, and every organisation

2012 started implementing cloud platform. In 2011, a new deployment model
called hybrid cloud was born

2012-2013, The Australian Bureau of Statistics (ABS) 2013—14 Business Characteristics

2014 Survey (BCS) showed that one in five businesses had been using some form
of paid cloud computing service. The overall results showed that between
2012-13 and 2013-14, businesses using information technology increased.
When examining the areas where businesses used IT to a high extent, 60%
used it for accounting, and 55% used it for invoicing business processes
(http://www.zdnet, ABS article, online, 24 September 2015)

2014-2015 Many IT companies moved towards adopting cloud technology because of its
effectiveness and fast growth

manufacturing as “a model for enabling ubiquitous, on-demand access to a shared
pool of configurable computing resources (e.g. computer networks, servers, stor-
age, applications and services), which can be rapidly provisioned and released
with minimal management effort or service provider interaction”.

The typical operation model of cloud computing is as follows. Large companies
such as Google, Amazon and Microsoft build and manage their cloud infrastructure
and platforms and lease resources to enterprises using a usage-based pricing model.
In the ecosystem of cloud computing, there may also be service providers who
provide services to end users by renting resources from cloud infrastructure
providers.

Five essential characteristics of cloud computing have been identified by the
NIST [10]:

e On-demand self-service. A consumer can unilaterally provision computing
capabilities, such as server time and network storage, as needed automatically
without requiring human interaction with each service provider.

e Broad network access. Capabilities are available over the network and
accessed through standard mechanisms that promote use by heterogeneous thin
or thick client platforms (e.g. mobile phones, tablets, laptops, and workstations).

e Resource pooling. The provider’s computing resources are pooled to serve
multiple consumers using a multi-tenant model, with different physical and
virtual resources dynamically assigned and reassigned according to consumer
demands. There is a sense of location independence in that the customer gen-
erally has no control or knowledge over the exact location of the provided
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resources but may be able to specify location at a higher level of abstraction
(e.g. country, state, or data center). Examples of resources include storage,
processing, memory and network bandwidth.

¢ Rapid elasticity. Capabilities can be elastically provisioned and released, in
some cases automatically, to scale rapidly outward and inward commensurate
with demand. To the consumer, the capabilities available for provisioning often
appear to be unlimited and can be appropriated in any quantity at any time.

e Measured service. Cloud systems automatically control and optimise resource
use by leveraging a metering capability at some level of abstraction appropriate
to the type of service (e.g. storage, processing, bandwidth, and active user
accounts). Resource usage can be monitored, controlled, and reported, providing
transparency for both providers and consumers of the service utilised.

Cloud computing requires an architecture as a guidance for its implementation.
Generally speaking, the architecture of a cloud computing system can be divided
into four layers: hardware/datacentre layer, infrastructure layer, platform layer, and
application layer, as shown in Fig. 1.1. Each layer is loosely coupled with the
adjacent layers. This loose coupling between different layers allows each layer to
evolve separately. This layered and modularised architecture makes cloud com-
puting able to support a wide range of application requirements while reducing
management and maintenance overhead [11].

e Hardware layer. This layer is responsible for managing the physical resources
of the cloud, including physical servers, routers, switches, power and cooling
systems. In practice, the hardware layer is typically implemented in data centres.
A data centre usually contains thousands of servers that are organised in racks
and interconnected through switches, routers or other fabrics. Typical issues at

Resources Managed at Each layer Examples
Google Apps,

g - Business Application,

Web Services, Multimedia
Software as a Facetl)o;)k, YouTube,
Service (saas)  [NNADDICSHONMM Ssleforce.com

Microsoft Azure,

Software Framework (Java/Python/.Net)
Platform as a Storage (DB/File) Google AppEngine,

Amazon EC2,

Computation (VM) Storage (block)
GoGrid

Infrastructure as

a Service (1aa$)

Fig. 1.1 Cloud computing architecture, adopted from [11]
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hardware layer include hardware configuration, fault tolerance, traffic manage-
ment, power and cooling resource management.

Infrastructure layer. This layer, also known as the virtualisation layer, creates
a pool of storage and computing resources by partitioning the physical resources
using the virtualisation technology. The infrastructure layer is an essential
component of cloud computing, since many key features, such as dynamic
resource assignment, are only made possible through virtualisation.

Platform layer. Built on top of the infrastructure layer, the platform layer
consists of operating systems and application frameworks. The purpose of the
platform layer is to minimise the burden of deploying applications directly into
virtual machine containers. For example, Google App Engine operates at the
platform layer to provide Application Programming Interface (API) support for
implementing storage, database and business logic of typical web applications.
Application layer. The application layer consists of actual cloud applications.
Different from traditional applications, cloud applications can leverage the
automatic-scaling feature to achieve better performance, availability and lower
operating costs.

In cloud computing, everything is treated as a service (i.e. XaaS), e.g. SaaS,

PaaS, and IaaS. These services are usually delivered through industry standard
interfaces such as Web services, SOA or REpresentational State Transfer (REST)
services.

SaaS. In this service model, software applications that run on a cloud infras-
tructure are delivered to consumers over the Internet. As a result, this model is
sometimes referred to as Application as a Service (AaaS). Users can access SaaS
applications and services from any location using various client devices through
either a thin client interface, such as a web browser (e.g. web-based email), or a
program interface based on subscription whenever there is an Internet access.
For SaaS, consumers do not manage or control the underlying cloud infras-
tructure, including network, storage, servers, operating systems, or even indi-
vidual application capabilities, with the possible exception of limited
user-specific application configuration settings. Typical examples of SaaS are
the Salesforce Customer Relationships Management system, NetSuite, Google
Office Productivity application, Microsoft Office 365, Facebook, YouTube, and
Twitter.

PaaS. PaaS is a collection of runtime environments such as software and
development tools hosted on the provider’s infrastructures. It acts as the
background that provides runtime environment, software deployment frame-
work and component to facilitate the direct deployment of application level
assets or web applications. Users access these tools over the Internet by means
of APIs, Web portals or gateway software. Application developers, imple-
menters, testers, and administrators can go for developing, testing and deploying
their software in this platform. Users does not manage or control the underlying
cloud infrastructure, including network, storage, servers, or operating systems,
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but has control over the deployed applications and possibly configuration set-
tings for the application-hosting environment. Commonly found PaaS includes
Facebook F8, Salesforge App Exchange, Google App Engine, Amazon EC2,
and Microsoft Azure.

IaaS. IaaS provides consumers with processing, storage, networks, and other
fundamental computing resources where consumers are able to deploy and run
arbitrary software such as operating systems and applications. Hence, TaaS is
sometimes called Hardware as a Service (HaaS). Virtualisation is the backbone
behind this model where resources such as network, storage, virtualised servers,
routers and so are consumed by users through virtual desktop, provided by cloud
service providers (CSPs). Users are charged based on usage of CPU, storage
space, value added services (e.g. monitoring, auto-scaling etc.), network band-
width, and network infrastructure. The consumer does not manage or control the
underlying cloud infrastructure but has control over operating systems, storage,
and deployed application, and possibly limited control of selected networking
components (e.g. host firewalls). On-demand, self-sustaining or self-healing,
multi-tenant, customer segregation are the key requirements of IaaS. Examples
of TaaS include Mosso/Rackspace, VMWare, and storage services provided by
Amazon S3, Amazon EC2, and GoGrid.

Figure 1.2 illustrates the different service levels of cloud services in cloud

computing for different service models [12, 13]. It should be noted that IaaS, PaaS,
and SaaS are usually suitable for IT professionals, developers, and business end
users, respectively.

Hybrid cloud. The cloud infrastructure is a composition of two or more distinct
cloud infrastructures (private and public) that remain unique entities, but are
bound together by standard or proprietary technology that enables data and
application portability (e.g. cloud bursting for load balancing between clouds).
A hybrid cloud allows one to extend either the capacity or the capability of a
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cloud service, by aggregation, integration or customisation with another cloud
services. Examples are Cybercon.com (US Microsoft Hybrid Cloud), Bluemix.
net (IBM Cloud App Development), etc.

Overall, there are several stakeholders involved in a cloud computing system,

including cloud providers, enterprises that use the cloud as a platform, and
end-users. There are specific architectural requirements with respect to the partic-
ipants mentioned above [14, 15]. From the service provider’s perspective, highly
efficient service architecture is needed to provide virtualised and dynamic services.
SaaS, PaaS, and IaaS are three effective service delivery models that can satisfy the
architectural requirement of cloud computing. There are also some other essential
requirements, including:

Service-centric issues. To fulfil the requirements of enterprise’s IT manage-
ment, cloud architecture needs to take a unified service-centric approach. This
approach requires services to be autonomic, self-describing, etc. Autonomic
means that cloud systems/applications should be able to adapt dynamically to
changes with less human assistance, and self-describing means that clients will
be notified exactly about how services should be called and what type of data
services will return.

QoS. QoS provides the guarantee of performance and availability as well as
other aspects of service quality such as security, reliability and dependability
etc. QoS requirements are associated with service providers and end-users.
SLAs are an effective means for assuring QoS between service providers and
end-users. QoS may entail systematic monitoring of resources, storage, network,
virtual machine, service migration and fault tolerance. From the perspective of a
cloud service provider, QoS should emphasise performance of virtualisation and
monitoring tools.

Interoperability. Interoperability is an essential requirement for both service
providers and enterprises. It refers to the fact that applications should be able to
be ported between clouds or use multiple cloud infrastructures before business
applications are delivered from the cloud. In order to achieve interoperability, an
agreed-upon framework/ontology, open data format or open protocols/APIs that
enable easy migration and integration of applications and data between different
cloud service providers as well as facilities for the secure information exchange
across platforms should be created.

Fault-tolerance. Fault-tolerance refers to the ability of a system to continue to
operate in the event of the failure of some of its components. Fault-tolerance
requires the falling components to be isolated, and the availability of reversion
mode, etc. Application-specific, self-healing, and self-diagnosis mechanisms
are, for example, enabling tools for cloud providers to detect failure. Cloud
providers need proper tools and mechanism such as application-specific
self-healing and self-diagnosis mechanism to detect failure in cloud systems/
applications. Inductive systems such as classification or clustering can also be
helpful for detection of failure and identification of possible causes.
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¢ Load balancing. A load balancer is a key requirement for cloud computing in
order to build dynamic and stable cloud architecture. Load balancing, which
represents the mechanism of self-regulating workloads properly within the
cloud’s entities (one or more servers, hard drives, network, and IT resources),
can be provided by software or hardware. Load balancing is often used to
implement failover in that the service components are monitored continually and
when one becomes non-responsive, the load balancer stops sending traffic,
de-provisions it and provisions a new service component.

¢ Virtualisation management. Virtualisation refers to abstraction of logical
resources from their underlying physical characteristics in order to improve
agility, enhance flexibility and reduce cost. There are many different types of
virtualisation in cloud computing, including server virtualisation, client/desktop/
application virtualisation, storage virtualisation, network virtualisation, and
service/application infrastructure virtualisation, etc. Handling a number of vir-
tualisation machines on the top of operating systems and evaluating, testing
servers and deployment to the targets are some of the important concerns of
virtualisation. Virtualisation is indispensable for a dynamic cloud infrastructure
as it brings important advantages in sharing of cloud facilities, management of
complex systems as well as isolation of data/application. Quality of virtualisa-
tion determines the robustness of a cloud infrastructure.

For enterprises that use cloud computing, the critical requirements are that they
should always know what services they are paying for, as well as be clear about
issues like service levels, privacy matters, compliances, data ownership, and data
mobility. This section describes some of the cloud deployment requirements for
enterprises.

¢ Cloud deployment for enterprises. As far as enterprise users are concerned, an
important requirement is how cloud is deployed because this can impact the way
they access services. As mentioned above, there are four types of cloud de-
ployment models, public, private, community and hybrid. Different types of
deployment models suit different situations. Public cloud enables sharing the
services and infrastructure provided by an offsite, third-party service provider in
a multi-tenant environment; private cloud aims to achieve sharing services and
infrastructure, which are provided either by an organisation or a specific service
provider in a single-tenant environment. Community cloud provides a means for
sharing resources among several organisations that have shared interests and
concerns. Hybrid cloud consists of multiple internal (private) or external
(public) clouds. Enterprises need to have a strategy that leverages all four
options mentioned above.

e Security. Security is the focal concern of enterprises. When corporate infor-
mation, including data of customers, consumers and employees, business
know-how and intellectual properties is stored and managed by external entities
on remote servers in the cloud, how to safeguard them in the shared environ-
ment will become a primary issue. Different service models provide different
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security levels in the cloud environment: IaaS is the foundation of all cloud
services, with PaaS built upon it and SaaS in turn built upon PaaS. Just as
capabilities are inherited, so are the information security issues and risks.

¢ Business Process Management (BPM). Typically, a business process man-
agement system concerns providing a business structure, security and consistent
rules across business processes, users, organisations and territories. Cloud-based
BPM (e.g. combining SaaS with a BPM application) enhances flexibility,
deployability and affordability for complex enterprise applications. With
cloud-based solution, the classical concept of BPM is enhanced as cloud
delivers a business operating platform for enterprises such as combining SaaS
and BPM applications (e.g. customer relationship management, workforce
performance management, enterprise resource planning, e-commerce portals
etc.) which helps achieve flexibility, deployability and affordability of complex
enterprise applications. When an enterprise adopts cloud-based services or
business processes, the return of investment of overall business measurement is
important.

Users’ requirements are the third key factor that need to be addressed for the
adoption of any cloud system. For users, the trust issues are a major concern for the
adoption of cloud services. In order to win users’ trust, cloud should be trustworthy,
stable, and secure. Stability and security can play a vital role to increase the trust
between user and service providers. Furthermore, cloud-based applications should
also be able to support personalisation, localisation and internationalisation to create
a user-friendly environment. This section describes users’ requirements from the
perspectives of consumption-based billing and metering, user centric privacy, ser-
vice level agreements and user experience.

e User consumption-based billing and metering. Users’ billing and metering
with respect to consumption of cloud services in a cloud system should be
similar to the consumption measurement and allocation of water, gas or elec-
tricity on a consumption unit basis as users have a strong need for transparency
of consumption and billings. Cost management is important for making plan-
ning and controlling decisions. Cost breakdown analysis, tracing the utilised
activity, adaptive cost management, transparency of consumption and billings
are also important considerations.

e User-centric privacy. User-centric privacy mainly concerns the storage of
users’ personal/enterprise sensitive data such as intellectual property at
mega-data centres located around the world. There is strong resistance and
reluctance for an enterprise to store any sensitive data in the cloud. Cloud
providers need to make every effort to win the trust of their users. Currently,
there are various technologies that can enhance data integrity, confidentiality,
and security in the clouds, e.g. data compressing and encrypting at the storage
level, virtual LANs and network middle-boxes (e.g. firewalls and packet filters).

e SLAs. SLAs are mutual contract between providers and users, representing the
ability to deliver services in line with predefined agreements. Currently, many
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cloud providers offer SLAs but these SLAs are rather weak on user compen-
sations on outages. There are some important architectural issues concerning
SLAs to be addressed including measurement of service delivery, method of
monitoring performance, and amendment of SLA over time.

e User Experience (UX). UX represents the overall feeling of users in using
cloud-based application/systems. The notion of UX can provide important
insights into the needs and behaviours of end-users so as to maximise the
usability, desirability and productivity of application/systems. Cloud-based
application/systems should be easy to use, capable of providing faster and
reliable services, easily scalable, and customisable to meet the goal of locali-
sation and standardisation. Human-Computer Interaction, ergonomics and
usability engineering are some of the key technologies that can be used for
designing UX-based cloud applications.

1.1.3 Technologies

Cloud computing evolves from the evolution and adoption of existing technologies
and paradigms. One of the most important technologies for cloud computing is
virtualisation. Other technologies are concerned with the architecture of data cen-
tres, distributed file system, as well as distributed application framework. Cloud
computing is also often compared to other technologies such as grid computing,
utility computing, and autonomous computing, each of which shares something in
common with cloud computing [11].

e Virtualisation. Virtualisation is a technology that abstracts details of physical
hardware and provides virtualised resources for high-level applications.
Virtualisation is able to separate a physical computing device into one or more
virtual devices, each of which can be used and managed to perform computing
tasks independently. With operating system-level virtualisation essentially cre-
ating a scalable system of multiple independent computing devices, idle com-
puting resources can be allocated and used more efficiently. Virtualisation
constitutes the foundation of cloud computing, as it provides the ability to pool
computing resources from clusters of servers and dynamically assigning or
reassigning virtual resources to applications on demand. Virtualisation provides
the agility needed to speed up IT business operations and reducing costs by
increasing infrastructure utilisation.

e Architectural design of data centres. A data centre is home to thousands of
devices like servers, switches and routers. Proper planning of this network
architecture is critical as it has a major impact on application performance and
throughput in such a distributed environment. Scalability and resiliency are
features that also need to be considered carefully. A common practice is
adopting the layered approach for the design of network architecture of a data
centre. Basically, the design of network architecture should be able to meet
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objectives such as high capacity, free VM migration, resiliency, scalability, and
backward compatibility.

Distributed file system over clouds. There are two major file systems for cloud
computing: Google File System (GFS) and Hadoop Distributed File System
(HDFS). The former is a proprietary distributed file system designed especially
for providing efficient, reliable access to data using large clusters of commodity
servers by Google. Compared with traditional file systems, GFS is designed and
optimised to provide extremely high data throughput, low latency and survive
individual server failures. Inspired by GFS, the open source HDFS stores large
files across multiple machines, achieving high reliability by replicating the data
across multiple servers. Similar to GFS, data is stored on multiple geographi-
cally distributed nodes. The file system is built from a cluster of data nodes, each
of which serves blocks of data over the network using a block protocol specific
to HDFS. Data is also provided over HTTP, allowing access to all content from
a web browser or other types of clients. Data nodes can talk to each other to
rebalance data distribution, to move copies, and to keep the replication of data
high.

Distributed application framework over clouds. MapReduce is a software
framework introduced by Google to support distributed computing on large
datasets on clusters of computers. MapReduce consists of one Master, to which
client applications submit MapReduce jobs. The Master pushes work to avail-
able task nodes in the data centre, striving to keep the tasks as close to the data
as possible. The open source Hadoop MapReduce project is inspired by
Google’s work. Today, many organisations are using Hadoop MapReduce to
run large data-intensive computations.

Grid computing. Grid computing is a distributed and parallel computing model.
A grid computing system is a cluster of networked, loosely coupled computers
acting together to perform large tasks. The development of grid computing was
originally driven by computation-intensive scientific applications. Cloud com-
puting is similar to grid computing in that it also employs distributed resources.
However, cloud computing leverages virtualisation technologies at multiple
levels (hardware and application platform) which enable it to achieve resource
sharing and dynamic resource provisioning. Cloud computing can be considered
the business-oriented evolution of grid computing.

Utility computing. Utility computing represents a model of providing resources
on demand and charging customers by a pay-per-use model. Cloud computing
can be perceived as a realisation of utility computing. With on-demand resource
provisioning and utility-based pricing, cloud computing service providers can
maximise resource utilisation and minimise their operating costs.

Autonomic computing. Originally coined by IBM in 2001, autonomic com-
puting aims at building computing systems capable of self-management, i.e.
reacting to internal and external events without human intervention. The goal of
autonomic computing is to overcome the management complexity of today’s
computer systems. Cloud computing exhibits some autonomic features such as
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automatic resource provisioning. However, its objective is to lower resource
costs instead of reducing system complexity.

1.1.4 Cloud Platforms

A number of industrial organisations have developed their cloud computing
infrastructure, among which the dominant ones include Amazon Elastic Compute
Cloud (Amazon EC2), Google App Engine, and Microsoft Azure [2]. Table 1.2
describes the features of these cloud platforms from the perspectives of SLA,
reliability, auto-scaling, virtualisation, privacy, storage, and security.

e Amazon EC2. Amazon EC2 is a web service that provides secure, resizable

compute capacity in the cloud. It creates a virtual computing environment for
users to launch and manage server instances in data centres using APIs or
available tools and utilities. Users can either create a new Amazon Machine
Image (AMI) containing the applications, libraries, data and associated con-
figuration settings, or select from a library of globally available AMIs. Users
then need to upload the created or selected AMIs to Amazon Simple Storage
Service (S3) before they can perform some activities such as starting, stopping,

Table 1.2 Comparison of the representative cloud platforms, adapted from [2]

Property System
Amazon EC2 Google App Microsoft
Engine Azure
Focus Infrastructure Platform Platform
Service type Compute, storage (Amazon Web application Web and
S3) non-web
Virtualisation OS level running on a Xen Application OS level
hypervisor container through fabric
controller
Dynamic None None None
negotiation of QoS
parameters
User access Amazon EC2 command-line Web-based Microsoft
interface tools administration Windows Azure
console portal
Web APIs Yes Yes Yes
Value-added Yes No Yes
service providers
Programming Customisable Linux-based Python Microsoft .NET
framework Amazon Machine Image
(AMI)
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and monitoring instances of the AMIs uploaded. Amazon EC2 charges users for
the period of time during which the instance is alive, while Amazon S3 charges
for any data transfer.

¢ Google App Engine. Google App Engine is a platform for traditional web
applications in data centres managed by Google. It allows users to run web
applications written using the Python or Java programming language. In addi-
tion to the Python standard library, Google App Engine also supports
Application Programming Interfaces (APIs) for the data store, Google Accounts,
URL fetch, image manipulation, and email services. Current APIs support the
following features, including data storage and retrieval from a
BigTable non-relational database, making HTTP requests and caching. Google
App Engine provides a web-based Administration Console for facilitating users
to manage their web applications.

e Microsoft Windows Azure platform. Microsoft Windows Azure aims to
provide an integrated development, hosting, and control cloud computing
environment. Microsoft’s Windows Azure platform consists of three compo-
nents and each of them provides a specific set of services to cloud users,
including Windows Azure, SQL Azure, and .NET Services. Windows Azure
provides a Windows-based environment for running applications and storing
data on servers in data centres, SQL Azure provides data services in the cloud
based on SQL Server, and .NET Services offer distributed infrastructure services
to cloud-based and local applications. Windows Azure platform can be used
both by applications running in the cloud and applications running on local
systems. All of the physical resources, VMs and applications in the data centre
are monitored by software called the fabric controller.

1.1.5 Tools

Various tools for implementing cloud computing are available in the market [§].
These tools, open source and commercial, provide environments and platforms for
developing various cloud services and implementing their own algorithms and
mechanisms.

Open source tools, such as Open Nebula, Apache Cloud Stack, Nimbus and
Eucalyptus, can be used/accessed free of charge (Table 1.3). Each of these tools has
its own features, and shows a different degree of support for security, API, and
cloud types.

There are also some commercial tools for cloud computing in the market such as
RightScale, Gravitant, VMTurbo and Scalr. These commercial tools are explained
in more detail below.

e RightScale: RightScale grid framework can achieve automated management of
workflows of messages and jobs. It also provides the mechanism of imple-
menting the elasticity of grid processing solutions. Input queues of the system
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Table 1.3 Open source tools, adapted from [8]

Tool name Features Security API Cloud
type

Open Nebula: It Cloud bursting, Fine-grained AWS EC2 and Private
adopts on-demand ACLs and user EBS APIs; OGF
computing, provision of quotas; OCCI APIs
storage, security, virtual data Integration with
monitoring, centres, multiple LDAP, Active
virtualisation and | zones, multi-VM Directory
networking in application
their data centres management
Apache Cloud Powerful API; Secure AJAX Cloud Stack Public,
Stack: Easy Multi-role console access; provides an API hybrid
integration with support; Secure single that is
existing portal On-demand sign on; Secure compatible with
and it is fully virtual data cloud AWS EC2 and
AJAX-based centre hosting; deployments; S3 for
solution Dynamic MPLS support in organisations to
compatible with workload the cloud deploy hybrid
most of the latest | management; clouds
Internet browsers Broad network

virtualisation

capabilities
Nimbus: Power Support for - EC2/S3 an API Private,
and versatility of | proxy credentials as a compatible public
infrastructure for scientific IaaS
clouds to community,
scientific users; It batch schedulers,
allows best-effort
combining allocations and
Nimbus, others are special
OpenStack, targeting features
Amazon, etc.
Eucalyptus: It Multi-cluster - - Private,
helps customers tunnelling and hybrid

to design and
deploy cloud
solutions more
quickly

LDAP
integration

are continuously monitored when certain criteria are met. Additional, worker
instances are launched to handle the increased processing load.
e Gravitant: Gravitant’s cloudMatrix platform is a leading cloud services bro-
kerage and management platform that integrates multiple cloud providers’ ser-
vices (internal or external) into a catalogue and provisioning portal so that
enterprises can optimise the consumption of cloud services. Gravitant’s
cloudMatrix platform enables the core services and features, which can be
delivered as packages through a single user interface on myGravitant.com and
through a white labelled internal broker platform. Enterprises can deploy these
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capabilities independently or as an integrated suite based on their cloud service
needs.

e VMTurbo: VMTurbo provides a demand-driven cloud and virtualisation control
platform for enterprise businesses.

e Scalr: Scalr is suitable for those who look to explore the platform and to build
and test their projects on their own. It delivers self-service access to cloud
infrastructure and acts as an intermediary management layer between cloud
infrastructure and engineering, and provides the ownership of information se-
curity back to IT department hands. Scalr enforces cloud infrastructure security
such as governance and compliance to create and enforce policies on the basis of
budgets, configurations, and user access across entire cloud portfolio. Network
policy enforcement allows securing cloud infrastructure by regulating the use of
networks. It also enables the delivery of single sign-on across private and public
clouds through authentication and authorisation techniques.

1.1.6 Challenges

Despite enormous benefits of cloud computing, its adoption is slow due to potential
risks and limitations such as data loss, data cleaning, account hijacking, lack of
portability/migration from one service provider to another, less reliable, lack of
auditability, and less QoS. As a result, there are many challenges in terms of
security, interoperability, virtualisation, data leakage, resource sharing, load bal-
ancing, multi-tenancy, and SLAs, including those that are concerned with out-
sourcing data and applications, SLA, extensibility and shared responsibility, cloud
interoperability, heterogeneity, multi-tenancy, load balancing, resource scheduling,
virtualisation, and privacy and security, etc. The difficulties behind these challenges
were identified, and the possible solutions to these challenges were given in [8].

Especially, security is a critical issue in the cloud computing paradigm that can
significantly affect the widespread adoption of cloud computing because security is
a primary concern for businesses contemplating cloud adoption [16]. For the
security issues, the following objectives should be achieved: confidentiality,
integrity, availability, authenticity, and accountability. These five objectives rep-
resent the basic security requirements. Confidentiality refers to the fact that private
or sensitive information should be accessible only to the right people who are
authorised; Integrity means protecting against inappropriate information destruction
or modification, including ensuring information non-repudiation and authenticity;
Availability means ensuring reliable and timely access to and use of information;
Authenticity means that a message, transaction, or additional exchange of infor-
mation is from the source it claims to be from; Accountability means that actions of
an entity should be able to be traced uniquely.

Security issues can be divided into three categories [8]: data centre-related
security issues, network-related security issues, and other security issues. Data
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centre-related security issues include those that are concerned with multi-location of
service provider, data combination and commingling, restrictions on techniques and
logistics, data transfer across gateway, and multi-location of private data.
Network-related security issues includes those that are concerned with SQL
injection attack, cross-site scripting attack, man-in-middle attack, sniffer attack,
reuse IP addresses, security concerns with Hypervisor, DoS attack, cookie poi-
soning, DDoS attack, and COPTCHA splitting/breaking, Other common security
challenges include abuse and nefarious use of cloud computing, insecure applica-
tion programming interface, malicious insider, shared technology, vulnerability,
data loss/leakage, traffic hijacking and account, investigation, and data segregation.

1.2 Cloud Manufacturing

Cloud computing aims to realise the idea of offering computing resources as ser-
vices in a convenient pay-as-you-go manner. Expanding this idea into the manu-
facturing realm has given rise to the concept of cloud manufacturing [15]. The term
and complete concept system of cloud manufacturing were initially introduced by
Li et al. [17]. The most prominent and promising feature of cloud manufacturing is
the seamless and convenient sharing of a variety of different kinds of distributed
manufacturing resources, realising the idea of Manufacturing-as-a-Service (MaaS).
Following this concept, companies are provided with the ability to obtain various
manufacturing services from the Internet as conveniently as obtaining water and
electricity [18]. Cloud manufacturing is a new paradigm that will revolutionise the
manufacturing industry [19].

The objective of this section is to provide a comprehensive introduction to cloud
manufacturing, including the background for introducing the concept, the concept
itself, enabling technologies, research initiatives, applications and challenges.
Specifically, Sect. 1.2.1 presents the historical evolution and background of cloud
manufacturing. Section 1.2.2 gives a comprehensive introduction to the concept of
cloud manufacturing, including its definition, operation principle, resource classi-
fication, architecture, service delivery models, deployment models, etc.
Section 1.2.3 devotes to the core and supporting technologies that enables the
implementation of cloud manufacturing. Section 1.2.4 presents a number of research
initiatives of cloud manufacturing around the world. In Sect. 1.2.5, typical appli-
cations based on the idea of cloud manufacturing are presented. Finally, Sect. 1.2.6
discusses the challenges of cloud manufacturing to be addressed in the future.

1.2.1 Historical Evolution and Background

Over the last 40 years, many advanced manufacturing paradigms have been pro-
posed, including mass customisation, holonic manufacturing, reconfigurable
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manufacturing, lean manufacturing, agile manufacturing, networked manufactur-
ing, manufacturing grid, and sustainable manufacturing [20]. The manufacturing
focus has shifted from enlarging production scale in the 1960s to cost reduction in
the 1970s, from product quality in the 1980s to rapid market response in the 1990s,
and lately focusing on service, information and knowledge.

Today, many trends of manufacturing have emerged, including globalisation,
individualisation, customisation, deep customer involvement, servitisation, intelli-
gence, etc. In order to adapt to the development trends of the manufacturing
industry, companies need to focus on global resource sharing and manufacturing
operation collaboration for being agile, cost-effective. In this context, research on
collaboration and resource-sharing in all stages of the product lifecycle has received
more and more attention. However, there are some major limitations and short-
comings with existing networked manufacturing models and technologies in
resolving the collaboration and resource sharing issues. For example, networked
concepts such as Internet-based, distributed and manufacturing grid focus on
undertaking a single manufacturing task through integration of distributed resour-
ces. They do not have centralised operation management of services, freedom to
choose different operation modes and embedded access of physical manufacturing
equipment, applications and capabilities to the Internet, which are prerequisites for
achieving seamless, stable and quality transactions of manufacturing resources.
Having little coordination between providers and consumers, these concepts are
significantly less effective [17].

Recently, emerged computer, information and especially the Internet technolo-
gies, such as cloud computing, IoT, Semantic Web, embedded systems and virtu-
alisation technologies, provide new means for enabling seamless collaboration
activities for all the phases of product development. Especially, cloud computing,
which delivers computing services over the Internet based on cloud technologies,
provides important inspirations for the manufacturing industry, i.e. providing
manufacturing resources as services over the Internet, e.g. Design-as-a-Service
(DaaS), Machining-as-a-Service (MCaaS), Robot Control as a Service [21], etc.

In this context, cloud manufacturing as a manufacturing paradigm was proposed.
Cloud manufacturing promises elasticity, flexibility and adaptability through the
on-demand provisioning of manufacturing resources as services, enabling the
fundamental and necessary features such as convenient scalability and
pay-as-you-go of resources sharing. Cloud manufacturing can effectively address
the common challenges that many SME manufacturing companies are facing today
such as lack of core technologies, lack of skills of using and managing complex IT
systems, lack of opportunities of accessing external resources and capabilities, lack
of follow-up services, and more importantly, lack of resource- and capability-
sharing mode.
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1.2.2 Concept

The concept of cloud manufacturing was first introduced a couple of years ago.
Since then, there has been a growing interest in the academic and industrial com-
munities. Thus far, researchers from both academia and industry have purposed a
number of definitions of cloud manufacturing from different perspectives and
backgrounds. Li et al. [17] defined it as “a new networked manufacturing paradigm
that organises manufacturing resources (i.e. manufacturing cloud) according to
customers’ requirements for providing on-demand manufacturing services through
the Internet and cloud manufacturing platform”. Mirroring NIST’s definition of
cloud computing, Xu [15] subsequently defined cloud manufacturing as “a model
for enabling ubiquitous, convenient, on-demand network access to a shared pool of
configurable manufacturing resources (e.g. manufacturing software tools, manu-
facturing equipment, and manufacturing capabilities) that can be rapidly provi-
sioned and released with minimal management effort or service provider
interaction”. Looking at CPS, Wang et al. [22] defined cloud manufacturing as “an
integrated cyber-physical system that can provide on-demand manufacturing ser-
vices, digitally and physically, at the best utilisation of manufacturing resources”.

Although there are a number of different definitions, no one has been accepted as
the standard one. In spite of this, researchers and members from this particular area,
to a large extent, have had a quite clear view on what cloud manufacturing would
comprehend and facilitate such as the needs and requirements driving its devel-
opment and implementation, the services and solutions it would make available and
perform, and the concepts and technologies it could build upon are reaching a much
higher degree of consensus and agreement [18].

There are overall three categories of participants in a cloud manufacturing
system: operator (i.e. cloud provider), resource and service providers, and resource
and service consumers (Fig. 1.3) [18].

Fig. 1.3 Operation principle
of cloud manufacturing,
adapted from [18]
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e Operator (i.e. cloud provider). An operator is introduced for managing and
operating a cloud manufacturing platform. Introducing the operator is an
important feature that differentiates cloud manufacturing from previous manu-
facturing models. It is also a key means for providing continuous and
high-quality services. An operator of a cloud manufacturing platform plays the
same role with the cloud provider in cloud computing. Operation and man-
agement of the cloud manufacturing platform or system including delivering
required support and functions to providers and consumers and maintaining
services and technologies required to run the system, as well as finding, com-
bining, controlling and coordinating the required services for fulfilling consumer
requirements.

e Resource and service providers. Different from the cloud provider of cloud
computing (who owns and manages all computing resources necessary for
providing all types of computing services), the operator in cloud manufacturing,
in general, cannot own all types of manufacturing resources (or does not own
any manufacturing resources). As a result, resources in cloud manufacturing
come from different providers (e.g. enterprises). In cloud manufacturing, pro-
viders from different industries provide their various types of resources or ser-
vices to a cloud manufacturing platform for the sharing purpose. Hence,
manufacturing resources in cloud manufacturing may include all resources
encompassed in lifecycles of various types of products. All manufacturing
resources provided by different providers exist in the cloud manufacturing
platform as services. Depending on resource types and business models, pro-
viders may have complete, partial, or no control over resources and services they
provide.

¢ Resource and service consumers. The ultimate aim of cloud manufacturing is
to provide on-demand manufacturing services to consumers. Cloud manufac-
turing allows consumers to request services by submitting their requirements to
the cloud platform. Consumers are charged on a pay-per-use basis.

It should be noted that the classification of cloud users (including providers and
consumers) is based on their functional roles, which may change over time. For
example, if an enterprise requests services from a cloud platform, it is a provider.
An enterprise may provide some types of resources while request some other types
of resources, and in this case, it is a provider and a consumer concurrently.
Knowledge plays an important role in cloud manufacturing activities such as per-
ception, connection, virtualisation and encapsulation of manufacturing resources
and capabilities, cloud service description, matching, searching, aggregation, and
composition, optimal allocation and scheduling of activities and services, etc.

In cloud manufacturing, everything is provided as a service. Although some
different classifications of manufacturing resources exist, most agree to the fact that
manufacturing resources can be classified into physical manufacturing resources
and manufacturing capabilities. Physical resources can be either hard (e.g. manu-
facturing equipment, computers, networks, servers, materials, logistics facilities,
etc.) or soft (e.g. applications, product design and simulation software, analysis
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tools, models, data, standards, human resources such as personnel of different
professions and their knowledge, skills and experience, etc.). Manufacturing
capabilities are intangible and dynamic recourses that represent an organisation’s
capability of undertaking a specific task.

Cloud manufacturing needs a system architecture as a guidance for its imple-
mentation. Many research efforts have been made towards the architecture of a
cloud manufacturing system, and the proposed cloud manufacturing architectures
range from four layers to up to twelve layers. Summarising the architectures pro-
posed, a cloud manufacturing system architecture overall consists of the following
layers according to the functions and contents: resource layer, perception layer,
virtualisation layer, cloud service layer, application layer, and interface layer as well
as other supporting layers, including security layer, knowledge layer, and com-
munication layer (Fig. 1.4) [18].
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Description Registration Publication

Searching Composition Access

Scheduling Invocation Monitoring

Optimal
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Fig. 1.4 Cloud manufacturing architecture, adopted from [18]
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e Resource layer. This layer belongs to the provider domain, encompassing
manufacturing resources for the complete product lifecycle from different
geographically distributed providers.

e Perception layer. This layer is responsible for intelligently sensing manufac-
turing resources using IoT technologies, enabling them to be connected to the
cloud manufacturing platform so as to achieve communication and interactions
between a cloud platform and real resources involved such as remote moni-
toring, prognosis, and control [23, 24].

¢ Virtualisation layer. This layer is responsible for virtualising manufacturing
resources and capabilities and encapsulating them into manufacturing cloud
services that can be accessed, invoked, and deployed by using virtualisation
technologies, service-oriented technologies, and cloud computing technologies.
The manufacturing cloud services are classified and aggregated according to
specific rules and algorithms, and different kinds of manufacturing clouds can
thus be constructed. This layer achieves transformation of manufacturing
resources into virtual services, and construction of different manufacturing
clouds, thus paving the way for subsequent cloud-based applications in the
cloud service layer.

¢ Cloud service layer (i.e. core middleware). This layer devotes to system,
service, resource, and task management, and also supports various service
activities and applications such as service description, registration, publication,
composition, monitoring, scheduling, and charging.

e Application layer. Depending on providers and their offered manufacturing
cloud services, dedicated manufacturing application systems such as collabo-
rative design, collaborative manufacturing, collaborative simulation, and col-
laborative supply chain can be aggregated. Consumers can browse and access
these application systems for manual or automatic service configurations.
A manufacturing resource provider provides consumers with the ability to select
from different possible part properties and predetermined manufacturing con-
straints (sizes, materials, tolerances, etc.).

o Interface layer. As the name implies, this layer serves as an interface between
consumers and the cloud platform, providing consumers with an interface for
submitting their requirements and browsing available services. The interface
supports manual selection and combination of available services, as well as
automatic cloud-generated suggested solutions.

e Knowledge layer. This layer provides knowledge needed in the different layers
above for virtualisation and encapsulation of resources, manufacturing domain
knowledge, process knowledge, etc.

e Security layer. This layer provides strategies, mechanisms, functions and ar-
chitecture for cloud manufacturing system security [25].

¢ Communication layer. This layer provides a communication environment for
users, operations, resources, services, etc. in the cloud manufacturing system.

Like cloud computing, cloud manufacturing can also be deployed in four
models: public, private, community, and hybrid. A public cloud platform is built for
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sharing manufacturing resources with the general public. It is therefore open for all
parties, which means that any enterprise can publish their resources to and request
services from the cloud platform. A private cloud is built within an enterprise with
the purpose of sharing resources among different subsidiaries of an enterprise.
A community cloud platform is built among business partners with shared concerns
for better sharing resources and business collaboration. The hybrid cloud, as its
name implies, is a combination of public and private clouds.

As in cloud computing, different delivery models of cloud manufacturing can be
developed, to support the integration of virtual, intangible and physical resources,
i.e. CAD applications and manufacturing capabilities and equipment, as services.
Infrastructure, platform and software applications can then be offered as services in
cloud manufacturing, all referring to a specific phase of the manufacturing lifecycle,
i.e. DaaS, MaaS, etc. [26].

Cloud manufacturing has a number of key characteristics, including Internet of
manufacturing resources and ubiquitous sensing, virtual manufacturing society and
flexible manufacturing system, service-oriented manufacturing and whole lifecycle
capability provisioning, efficient collaboration and seamless integration,
knowledge-intensive manufacturing and collective, and social manufacturing in-
novation [27].

1.2.3 Technologies

The development and implementation of cloud manufacturing is a huge systems
engineering. A wide range of technologies are needed for the development,
implementation, and operation of cloud manufacturing. In order to be concise, here
we focus on the following technologies: cloud computing, IoT, CPS, virtualisation,
service-oriented technology, high-performance computing technology, semantic
web technology, system management technologies, and big data analytics. Other
technologies such as security technology may also be necessary.

¢ Cloud computing. Cloud computing plays a fundamental and key role in the
development and implementation of cloud manufacturing. There are two types
of cloud computing adoptions in manufacturing: manufacturing with direct
adoption of cloud computing technologies and cloud manufacturing—the
manufacturing version of cloud computing [15]. In terms of the direct adoption
of cloud computing technologies in manufacturing, the key areas are around IT
and new business models that cloud computing can readily support, such as
pay-as-you-go, the convenience of scaling up and down per demand, and
flexibility in deploying and customising solutions. The adoption is typically
centred on the BPM applications such as Human Resources (HR), Customer
Relationship Management (CRM), and Enterprise Resource Planning (ERP)
functions. In cloud  manufacturing, the core concept  is
“Manufacturing-as-a-Service”, which is built on and coupled with IaaS, PaaS,
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and SaaS of cloud computing [26, 28]. Moreover, the business model and
related technologies (especially cloud technology) of cloud computing can also
provide important references for cloud manufacturing in terms of business
model and technology.

e JoT. IoT is a core technology for cloud manufacturing. IoT relies on tech-
nologies such as radio frequency identification (RFID) tags, sensor and actuator
networks, embedded systems and intelligence in smart objects. In cloud man-
ufacturing, IoT plays the role of intelligently sensing and connecting manu-
facturing resources into cloud manufacturing platform to achieve remote
monitoring and control, which paves the way for subsequent virtualisation and
servitisation of manufacturing resources. In order to achieve sensing and con-
nection, 10T is responsible for keeping track of resource states and order exe-
cution status, and collecting real-time data and information for remote tracking
and monitoring purpose. In fact, in the context of cloud manufacturing, IoT
helps achieve not only IoT, but also Internet of Services (IoS) and Internet of
Users (IoU) [29].

e CPS. Essentially, a cloud manufacturing system is a huge CPS with the physical
part being physical manufacturing resources on factory floors while the cyber
part being the cloud [22]. As a result, CPS can also be regarded as a core
technology for cloud manufacturing. Cyber-physical systems are systems that
integrate computation and physical processes where embedded computers and
networks monitor and control the physical processes with feedback loops where
physical processes affect computations. The role of CPS in cloud manufacturing
is different from that of IoT in that CPS emphasises the virtual part of a cloud
manufacturing system, and focuses more on the interaction and communication
aspect between the real and virtual manufacturing resources (i.e. cloud).

e Service-oriented technology. SOA refers to systems structured as networks of
loosely coupled communicating services and represents an emerging paradigm
for integrating heterogeneous systems, platforms, protocols and legacy systems.
Service-oriented technology is a technological paradigm that is based on
service-orientation paradigm and SOA with the ultimate goal of creating ser-
vices and assembling them together for large-granularity applications. As a
result, service-oriented technology is a key technology in the cloud service
layer.

e Virtualisation. Virtualisation refers to abstraction of logical resources from
their underlying physical characteristics to improve agility, enhance flexibility
and reduce cost. Virtualising resources and capabilities requires consideration of
resource characteristics and diversity, user requirements and demands as well as
performance requirements of resource management. Virtualisation of manu-
facturing equipment poses a great challenge to the implementation of cloud
manufacturing. The critical issues with virtualisation in cloud manufacturing are
manufacturing resource modelling. Mapping plays a critical role in the process
of virtualisation [15]. Generally, there are three mapping relationships between
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resources and services: one-to-one when the functionality or capability of a
resource matches one manufacturing requirement, one-to-many for a resource
with multiple functions or capabilities which each matches different manufac-
turing requirements independently, and many-to-one when multiple resources
are required to match a manufacturing requirement.

Semantic Web. In cloud manufacturing, there is semantic heterogeneity in
business process integration and manufacturing resource and service capabili-
ties. Ontologies provide an effective means describing them in an unambiguous,
computer-understandable form. By utilising powerful representation and rea-
soning abilities of Semantic Web technology, successful matching between
requests and services is made possible [30].

System management technologies. System management mainly includes
resource and service management, knowledge and data management, task
management, and platform management. Effective system management tech-
nologies and methods and service management are essential for smooth running
and operation of a cloud manufacturing system. Resource and service man-
agement activities are encompassed in the entire product lifecycle, and corre-
sponding technologies include those used for resource and service description,
publication, discovery, access, virtualisation and encapsulation, composition,
integration and scheduling, etc. [31]. In cloud manufacturing, all data, infor-
mation, models, algorithms, rules, and strategies can be considered as knowl-
edge. Knowledge engineering and management plays a crucial role in all the
activities encompassed in the product lifecycle such as resource virtualisation,
servitisation, and service composition and scheduling. Cloud manufacturing
aggregates numerous manufacturing tasks from different consumers, and thus
task management methods and technologies are also needed, including task
description, decomposition, classification, and scheduling. Platform manage-
ment is also part of system management, which focuses on the issues at the
platform level, including, for example, platform architecture, security, transac-
tion flows, etc.

High-performance computing (HPC). Both cloud computing and IoT require
the support of HPC solutions. In cloud manufacturing, HPC is inevitable. HPC
refers to a broad set of architectures based on multi-processor configurations as a
means to enhance performance. It often uses supercomputers and computer
clusters to handle multiple tasks at a high speed.

Big data analytics. In cloud manufacturing, huge amounts of data will be
generated during the service management and application processes concerning,
for example, manufacturing resources, manufacturing services, manufacturing
tasks, enterprises and users, as well as the application process. Big data analytics
can play a key role in cloud manufacturing. For example, big data about service
utilisation can be used for discerning high-value services and reveal cooperative
relationship between enterprises [12].
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1.2.4 Research Initiatives

There are a number of research initiatives on cloud manufacturing with both aca-
demic and industrial participants in local, national and international projects of
varying sizes and scopes [18]. Some of these initiatives are summarised below.

e CMfg. This national Chinese research initiative coordinated by Beihang
University is usually thought as the first source of the cloud manufacturing.
CMfg presents an application model of cloud manufacturing, describing cloud
manufacturing platform activities ranging from user requests to the return of
solutions. Also proposed is a cloud manufacturing architecture with the fol-
lowing five layers: (1) physical layer for provider resources and capabilities;
(2) virtualised resource layer for virtualising resources and encapsulate them as
services; (3) service layer for cloud manufacturing core functions such as service
management deployment, registration, searching, matching, composition,
scheduling, monitoring, cost and pricing, billing, etc.; (4) application layer for
requests within specific manufacturing applications; and (5) user layer with
interfaces for both consumers requests and provider input/registration of
resources. To demonstrate the feasibility of the CMfg concept, a cloud-based
application—cloud simulation—based on the COSIMCSP (Cloud Simulation
Platform) has been demonstrated, in which the collaborative work in the mul-
tidisciplinary design of a virtual flight vehicle prototype is simulated [17, 26,
32].

e Cmanufacturing. A research group at the University of Auckland, New
Zealand presented a public cloud infrastructure known as ICMS (Interoperable
Cloud-based Manufacturing System) [33]. ICMS has a three-layer architecture:
a Smart Cloud Manager, a User Cloud, and a Manufacturing Cloud, which are
responsible for assisting and supervising the interaction between consumers and
providers, for managing consumers and their requests, and for managing pro-
viders and their resources, respectively. It clarifies users into two types: cus-
tomer users (CUs) and enterprise users (EUs). CUs are defined as customers/
organisations requesting a self-contained production task, while EUs are
organisations/enterprises seeking additional capabilities and support to fulfil
bigger and more demanding production tasks in collaboration with temporary
partners and their services. Standard data models for cloud services and relevant
features were also developed and described.

¢ Cloud-based design and manufacturing (CBDM). A research group at
Georgia Institute of Technology presented a conceptual reference model called
CBDM for their interpretation of cloud manufacturing [34, 35]. CBDM is built
on the concept of cloud computing, with manufacturing resources being avail-
able as different services. For the implementation of CBDM, they proposed a
Distributed Infrastructure with the Centralised Interfacing System model. The
Distributed Infrastructure is composed of three groups of assets: human (in-
cluding consumers, producers, managers), communication (including commu-
nication network, network security and two interfaces for communicating with
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the human and manufacturing processes’ asset groups), and manufacturing
process (hardware and software resources). The Centralised Interface System
enables the system to function as a whole.

¢ Cloud-based Manufacturing-as-a-Service environment. ManuCloud, a
European project funded by the European Commission, has eight consortium
members from academy and industry, from four different EU member states (i.e.
Austria, Germany, Hungary and the United Kingdom) [36, 37]. The objective of
the project is to develop a service-oriented IT environment to support the
transition from mass production to personalised, customer-oriented and
eco-efficient manufacturing. A conceptual architecture with a front-end system
and MaaS infrastructure to support cloud-based manufacturing of customised
products has been proposed. The front-end is deployed as part of an integrated
web-based portal to support collaborative development, and consists of a
Customised Product Advisory System and interfaces for Infrastructure
Management. A manufacturing service description language provides a formal
description of both production and product-related information, and is used for
the integration of the front-end and the MaaS environment.

1.2.5 Applications

Many ongoing applications in different industries or fields that are related to or
inspired by the concept of cloud manufacturing have been reported, including
automotive industry [38], machine tool industry [39], semiconductor industry [40],
etc., and the related areas include waste electrical and electronic equipment
recovery/recycling [41, 42], and cloud robotics [43].

1.2.6 Challenges

The ongoing development of cloud manufacturing is facing many challenges in
concepts, technologies and standards [18], including (1) how to achieve the inte-
gration of various technologies such as cloud computing, IoT, Semantic Web,
high-performance computing, embedded systems; (2) how to bring various types of
resources and capabilities to the cloud as services, especially the implementation of
Hardware-as-a-Service (HaaS) (i.e. knowledge-based resource clouding); and
(3) how to achieve overall management and control of clouds (including service
composition, collaboration between cloud manufacturing applications, open com-
munication standards, distributed control and coordination of manufacturing
equipment, and user interfaces in cloud environments). In order to realise these, a
standard or technique for consistently describing equipment and its functionality,
behaviour, structure, etc., is required.
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1.3 Conclusions

This chapter systematically and comprehensively but briefly presented the status
and advancement of cloud technologies in cloud computing and cloud manufac-
turing, which represent the typical and the latest applications of cloud technologies
in computing and manufacturing. Cloud computing is an Internet-based computing
paradigm for delivering computing resources as service over the Internet.
Expanding the idea of offering computing resources as services in cloud computing
into the manufacturing field gave rise to the concept of cloud manufacturing. Cloud
computing and cloud manufacturing represent the latest status and advancement of
cloud technologies in IT and manufacturing industries, respectively. For cloud
computing, issues ranging from its evolution path and background to the concept
itself, from architecture requirements to platforms, tools, and challenges were
presented. The corresponding issues of cloud manufacturing has also been pre-
sented and discussed. However, it should be noted that manufacturing resources
involved in cloud manufacturing are much more diverse and complicated than those
in cloud computing, thus making it more challenging to implement it.
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Chapter 2
Latest Advancement in CPS and IoT
Applications

2.1 Introduction

Internet of Things (IoT), as one of the most important new information technolo-
gies, has attracted great attention from governments, industries, and academia, and
has been widely used in many fields, such as production, healthcare, and logistics.
Originated from the radio frequency identification (RFID) systems, the term IoT
was first coined by Ashton in MIT Auto-ID Labs in 1999 [1], referring to wireless
communication abilities integrated with sensors and computing devices, thus
enabling uniquely identifiable things to provide data over the Internet with limited
or no human interaction. With the new information technologies integrated with
IoT, it is hard to define IoT clearly and uniformly, especially its various application
backgrounds. For brevity, IoT can be understood from two perspectives, which are
“Internet-oriented” and “Things-oriented” [2]. The former can be viewed as the
expansion of Internet applications. IP stack that already connects a huge amount of
communicating devices, has all the qualities to make IoT a reality, while the latter
means that a large number of things, which have identities and virtual personalities,
form a worldwide network based on standard communication protocols [3]. In
general, the architecture of IoT can be divided into four layers, i.e. sensing layer,
networking layer, middleware layer, and application layer. The sensing layer is
responsible for sensing and capturing the real-time information of resources,
devices, and further sharing among the identified units through a constructed
wireless network with tags and sensors. The networking layer is to connect all
things together to form the physical network of manufacturing systems, and allow
things to share the information with other connected things. The middleware layer
is to manage, control, and transmit information in real time through a cost-efficient
platform integrated by hardware and software functions. The main function of
application layer is to integrate the methodologies and functions of the system to
achieve IoT-enabled industrial applications (such as remote monitoring of robots,
tracking and tracing of manufacturing resources in real time), and IoT-enabled
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manufacturing systems. Within the powerful functionality, IoT is widely applied in
a number of industries [2], and these applications include four main domains:
(1) transportation and logistics, including assisted driving, mobile ticketing, mon-
itoring environmental parameters, augmented maps, and so on; (2) healthcare,
including tracking, identification and authentication, data collection, sensing, and
others; (3) smart environment (home, office, and plant), such as comfortable homes
and offices, smart building, smart cities, smart factories, smart museums, and so on;
and (4) personal and social domain, including social networking, historical queries,
losses, thefts, and so forth.

In the past decades, advancements in Web- and Internet-based systems and
applications have opened up the possibility for industries to utilise the cyber
workspace to conduct efficient and effective daily collaborations from anywhere in
distributed manufacturing environments [4]. Recent advances in manufacturing
industry have paved way for a systematic deployment of Cyber-Physical Systems
(CPS), within which information from all related perspectives is closely monitored
and synchronised between the physical factory floors and the cyber computational
space. CPS are engineered systems that are built from and depend upon the
seamless integration of computational algorithms and physical components [5]. The
term Cyber-Physical Systems was first proposed in the US in 2006 [6]. With the
wide applications and development of CPS, the definition of CPS is multiple, and
not clear and unified. For example, CPS are integrations of computation and
physical processes. Embedded computers and networks monitor and control the
physical processes, usually with feedback loops where physical processes affect
computations and vice versa [7]. In other words, CPS use computations and
communication deeply embedded in and interacting with physical processes so as to
add new capabilities to physical systems [1]. Unlike traditional embedded systems
that are typically standalone, a full-fledged CPS is characterised by a network of
interacting elements with physical input and output, resembling the structure of a
sensor network. Tremendous progress has been made in advancing CPS technology
over the last five years. Certainly, new smart CPS will drive innovation and
competition in sectors as diverse as aerospace, automotive, chemical process, civil
infrastructure, energy, healthcare, manufacturing, transportation, and so forth. One
example of CPS is an intelligent manufacturing line, where a machine can perform
a variety of processes by communicating with the components. Ongoing
advancement in science and engineering will continue to enhance the link between
computational and physical elements, dramatically increasing the adaptability,
autonomy, efficiency, functionality, reliability, safety, and usability of CPS [5].
The final aim of CPS is to realise “intelligent monitoring” and “intelligent control”
[8, 9]. These are the processes that need to realise real-time information extraction,
data analysis, decision making and data transmission. CPS is an emerging discipline
and has attracted and engaged many researchers and vendors. For example, many
universities and institutes (such as UC Berkeley, Vanderbilt, Memphis, Michigan,
Notre Dame, Maryland, and General Motors Research and Development Centre)
have joined one research project (http://newsinfo.nd.edu/news/17248-nsf-funds-
cyber-physical-systems-project/). The European Union (EU) and other countries,
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such as China and Korea, also realised the importance and significance of CPS
research (http://www.artemis.eu/). In addition, the American Government named
CPS as a new development strategy [8]. In conclusions, research and applications of
CPS have been active in such areas like transportation, smart home, robotic surgery,
aviation, defence, critical infrastructure, etc. [1]. CPS also positively affected
manufacturing in form of Cyber-Physical Production Systems (CPPS) in process
automation and control [10].

The structure of CPS was outlined in [11], and the IoT, as the Internet layer,
networks the “cyber-physical” things for information transfer. IoT can be seen as a
bottom-up vision, an enabling technology, which can be used to create a special
class of CPS, i.e. systems including the Internet. However, CPS does not neces-
sarily include the Internet. Some visions of the IoT go beyond basic communica-
tion, and consider the ability to link “cloud” representations of the real things with
additional information such as location, status, and business related data. Therefore,
CPS forms the first level and IoT forms the second level of vertical digital
integration.

The progress of many research and applications of CPS and IoT is significant,
and this chapter systematically illustrates the latest advancements of CPS and IoT,
such as in technologies and industrial applications. The remainder of this chapter is
therefore organised as follows. The key enabling technologies of CPS and IoT are
presented in Sect. 2.2, followed by their key features and characteristics of CPS and
IoT in the literature. Advancements of CPS and IoT are provided in Sect. 2.3.
Section 2.4 introduces applications of CPS and IoT, before concluding the chapter
in Sect. 2.5.

2.2 Key Enabling Technologies in CPS and IoT

Along the progress of CPS and IoT research and applications, Wireless Sensor
Network (WSN), Cloud technologies, Big Data, and other enabling technologies
play an important role to support CPS and IoT. For example, several initiatives
cater for the CPS development, such as Advanced Manufacturing Partnership 2.0
[12] and Industrial Internet [13] in USA, Industry 4.0 [14] in Germany, Factories of
Future [15] in EU, and even the less-known Japanese “Monozukuri” that stands for
Coopetition. Other initiatives on this front include Wise-ShopFloor for web-based
sensor-driven e-shop floor [16] and Cyber-Physical European Roadmap and
Strategy (CyPhERS) [17]. In addition, IoT, as new emerging technology, is
expected to provide promising strategies and solutions to build intelligent and
powerful manufacturing systems and industrial applications by using the growing
ubiquity of RFID, and wireless sensor devices [18]. According to the International
Telecommunication Union (ITU), the key technologies of IoT contain the RFID
technology, Electronic Product Code technology, and ZigBee technology. In what
follows, a brief account of these technologies, including WSN, cloud technologies,
Big Data, RFID technology and Industry 4.0, is provided.
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2.2.1 Wireless Sensor Network

Wireless communication and networking is one of the fast-growing research areas.
Significant progress has been made in the fields of WSN [19]. WSN is designed
particularly for delivering sensor-related data. It consists of a number of sensor
nodes working together to monitor a region to obtain data about the environment.
The sensor nodes include MEMS components such as sensors, RF components, and
actuators, and CMOS building blocks such as interface pads, data fusion circuitry,
specialised and general-purpose signal processing engines, and microcontrollers
[20]. These sensors are equipped with wireless interfaces with which they can
communicate with one another to form a network. Data gathering is the foundation
of data processing and transmission. These sensor nodes can sense, measure, and
gather information from the environment and, based on some local decision pro-
cess, they can transmit the sensed data to the user through a communication pro-
tocol. A radio is implemented for wireless communication to transfer the data to a
base station (e.g. a laptop, a personal handheld device, or an access point to a fixed
infrastructure) [21]. Constraints on resources and design for WSN restrict wide
application and development with the demands on volume of data collection and
complexity of systems. As a result, by integrating WSNs from different domains,
CPS represents one of the major driving forces that go beyond the cyber world
towards the physical world [7].

2.2.2 Could Technologies

Due to the explosive growth of data volume and real-time service concept, more
rapid methods to deal with these data is required. Cloud computing is used to
address the problem of calculating speed and volume. Cloud computing refers to ‘a
large-scale distributed computing paradigm that is driven by economies of scale, in
which a pool of abstracted, virtualised, dynamically scalable, managed computing
power, storage, platforms, and services are delivered on demand to external cus-
tomers over the Internet [22]. Cloud computing is considered as a new business
paradigm describing supplement, consumption and delivery model for IT services
by utility computing based on the Internet [23]. Infrastructure as a Service (IaaS),
Platform as a Service (PaaS), and Software as a Service (SaaS) are the basic service
models of cloud computing, and they indicate hardware resources, cloud platforms
including operating systems, programme execution environments and databases,
enabling application developers to develop, test, deploy and run their applications
[24]. Cloud computing has changed the way of thinking of both IT service pro-
viders and their customers. It offers business and application models that deliver
infrastructure, platform, software and applications in forms of services [25].
Figure 2.1 illustrates different levels of services of cloud applications compared
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Fig. 2.1 Different service levels of cloud services

against standalone ones. Inspired by the success of cloud computing, the cloud
technology has recently been extended to the manufacturing contexts, leading to the
innovation of various cloud manufacturing systems. Cloud manufacturing implies
an integrated cyber-physical system that can provide on-demand manufacturing
services, digitally and physically, at the best utilisation of manufacturing resources
[26, 27]. It aims at offering a shared pool of resources, e.g. manufacturing software,
manufacturing facilities, and manufacturing capabilities. However, cloud manu-
facturing is more than simply deploying manufacturing software applications in the
cyber cloud. Besides data storage and virtual machines, the physical resources
integrated in the manufacturing cloud must be able to offer adaptive, secure and
on-demand manufacturing services, often over the IoT, including work-cells,
machine tools, robots, etc.

2.2.3 Big Data

Big data refers to the analytics based on large data collections. Advancements in
computing and memory performance, together with networking have made big data
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analytics