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Preface

This book compiles extended versions of a selection of the best papers presented at
the Global Joint Conference on Industrial Engineering and Its Application Areas
(GICIE) 2017 held in Vienna, Austria. They represent a good sample of the current
state of the art in the field of industrial engineering and its application areas.

The papers presented in this book address methods, techniques, studies, and
applications of industrial engineering with the theme of “Industrial Engineering in
the Industry 4.0 Era”. Industry 4.0 is a collective term for the technologies and
concepts of value chain organization, which bring together Cyber-Physical
Systems, the Internet of Things, the Industrial Internet of Things, and the
Internet of Services. These systems allow intelligent products, processes, and ser-
vices to communicate with each other and with people in real time over a global
network. This challenges the way that we educate engineers and the way that we
manage companies. This book will shed new light on the role of industrial engi-
neering in this endeavor. Contributions have been arranged in three parts:

e Industrial Engineering
¢ Engineering and Technology Management
e Healthcare Systems Engineering and Management

We would like to express our gratitude to all the contributors, reviewers, and
international scientific committee members who have aided in publication of this
book. We would also like to express our gratitude to Springer for their full support
during the publishing process. Last but not least, we gratefully acknowledge the
sponsors (ITU Ari Teknokent, Aselsan, and Entertech) of GICIE 2017.

Istanbul, Turkey Fethi Calisir
July 2017 Hatice Camgoz Akdag
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A Note on Fuzzy Multiattribute Grey
Related Analysis Using DEA

Mohammad Sadegh Pakkar

Abstract Wu and Olson (2010) applied data envelopment analysis (DEA) in a
grey-related fuzzy methodology to derive attribute weights that are most favorable
for each alternative. However, their model may not reflect the desired degree of
discrimination between alternatives for unlikely weight combinations. In this paper,
we propose an extended version of their model by using two sets of weights that are
most favorable and least favorable for each alternative. An illustrated example of a
nuclear waste dump site selection is used to highlight the usefulness of the proposed
“extended model”.

Keywords Grey related analysis - Data envelopment analysis -+ Fuzzy numbers
Multiple attribute decision making

Introduction

In a paper, Wu and Olson (2010) propose the application of data envelopment
analysis (DEA) as an objective way to derive weights in a fuzzy multiattribute grey
related analysis methodology. The advantage of their model is that all alternatives
are treated impartially and equitably by giving full flexibility to obtain a set of most
favorable weights in a way that maximizes their grey related grades. This relaxes
the negative impacts of subjective factors on weight settings. The disadvantage is
that some alternatives may obtain a grey related grade of 1 because of assigning
zero values to the weights of some attributes and neglecting the importance of these
attributes in a decision-making process. To avoid this issue, Wu and Olson (2010)
apply restrictions on the attribute weights based on the ratio of weights, without
further explanation on how a decision maker can define the relationships between
the attribute weights using weight restrictions. When using weight restrictions, it is
important to estimate the appropriate values for the parameters in the restrictions.

M. S. Pakkar (I))
Faculty of Management, Laurentian University, Sudbury ON P3E 2C6, Canada
e-mail: ms_pakkar@hotmail.com
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4 M. S. Pakkar

The purpose of this short paper is to present an extended version of the Wu and
Olson (2010) model by incorporating some additional features to avoid the afore-
mentioned deficiencies for a fuzzy multiattribute grey related analysis methodology.

Grey Related Analysis with Data Envelopment Analysis

Let A = {A1,A,,...,A,} be adiscrete set of alternatives and C = {Cy,Cy,...,C,}
be a set of attributes. Let $; = (y157, ¥2ij, ¥3ij, Y4ij) be a trapezoidal fuzzy number
representing the value of attribute Cj(j=1,2,...,n) for alternative
Ai(i=1,2,...,m). Using the o-cut technique, a trapezoidal fuzzy number can be
transformed into an interval number as follows:

Vi = [y,;}y,;ﬂ = [oya + (1 — )y, oys + (1 — o)yay) ] (1)

where y; = [y; ,yl-j+ I, Vi §yijr , is an interval number representing the value of
attribute C;(j = 1,2, ..., n) for alternative A;(i = 1,2, ...,m). Then alternative A; is

characterized by a vector ¥; = ([yi1, yii |, Vi, v I - - -» [Vins i ]) of attribute values.
The term Y; can be translated into the comparability sequence R; =
([rg,rif L lra,ra ), [rms rit ]) by using the following equations:

Vj(max) Yj(max)

- +
_ Yii Vi .
|:rijarij+i| = [ +lj ) +U ‘|V‘], yszmaX):max{))ﬁayz}r‘w“?yyjj} (2)
for desirable attributes,

rl-j,rl-j :

[_ +} _ yi_(min) yi_(min)
i v

]vjv yj?min) :mln{yl_jvyz_jv7y;j} (3)

for undesirable attributes.

Now, let Ay be a virtual ideal alternative which is characterized by a reference
sequence Uy = ([ugy, ugh ], (g, tgh ], - - -, [Ugy, gy ]) of the maximum attribute val-
ues as follows:

Uy = max{rlj, DY rmj} vj, 4)
+ + o+ + Ly
Uy = max{rlj Y CYRRRIN ap }V]. (5)

To measure the degree of similarity between ry = [r;;, 7,7 | and ug; = [ug;, ug) |
for each attribute, the grey related coefficient, é,-j, can be calculated as follows:
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: : —— E— -+ E—
min; mmj. Huoﬁuoj” — [rij,rij ”—kpmax,- maxj‘ [uoj,uoj} — [rij,ri- ”

— .+ - .t
o] Fivi]

fij:

[uaj, u(;j“] - [ri;-,rl;-r] } + p max; max;
(6)

. . T _ o
while the distance between uo; = [ug;,uq; ] and ry = [r;, ;] is measured by

|uoj — 1| = max(’ugj -l ’u(; —ri )p €[0,1] is the distinguishing coeffi-
cient, generally p = 0.5. It should be noted that the final results of GRA for
multiple attribute decision making problems are very robust to changes in the
values of p. Therefore, selecting the different values of p would only slightly
change the rank order of alternatives (see Kuo et al. 2008). Now, let k be the index
for the alternative under assessment (known as a decision making unit in the DEA
terminology) where k ranges over 1, 2,..., m. To find an aggregated measure of
similarity between alternative Ay, characterized by the comparability sequence Ry,
and the ideal alternative Ay, characterized by the reference sequence Uy, over all the

attributes, the grey related grade can be computed as follows:
I = maxz w;C
=1

s.t. Z w;i; <1 Vi,
=1
wj > 0 V],

where I is the grey related grade for alternative under assessment Ay and wj is the
weight of attribute C;(j = 1,2, ...,n). The first set of constraints assures that if the
computed weights are applied to a group of m alternatives, (i = 1,2,...,m), they
do not attain a grade of larger than 1. The process of solving the model is repeated
to obtain the optimal grey related grade and the optimal weights required to attain
such a grade for each alternative. It should be noted that the grey related coefficients
are normalized data. Consequently, the weights attached to them are also
normalized.

The Proposed Model

Model (7) assesses the performance of each alternative based on the ratio of its
distance from the best-practice frontier that is constructed by the best alternatives.
Therefore, the weights obtained for each alternative are the most favorable weights
in comparison to the other alternatives. However, as mentioned before, the disad-
vantage of model (7) is that some alternatives may obtain a grey related grade of 1
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because of assigning zero values to the weights of some attributes and neglecting
the importance of these attributes in a decision-making process. To avoid this issue,
we extend a similar model as follows:

n
’ ’
I', = max E wjékj
J=1

n
S.t. Z wigy; <1 Vi,
=

wj’- >V,

min
where ¢ . is the minimum weight bound on the attribute weights which can be

estimated by solving the following model (Wu et al. 2012):

maxe’

sty wié <1V, (9)
=
Wil > €'V,

The main idea of model (9) is to maximize the weighted grey related coefficients.
Obviously, ¢ is a positive variable. Solving model (9) respectively, for each
alternative, we can obtain me¢’ values. Then, we select the minimum one, i.e.,
¢, =min{e|, ..., ¢}, as the lower bound for the attribute weights.

On the other hand, a similar model can be developed in order to assess the
performance of each alternative under the least favorable weights as follows:

n
"o "
I, = min g w; &y
=

n
s.t. Z Wi &y > 1 Vi,
=1
" ! .
Wj Z 8min v]’

Here, we seek the worst weights in the sense that the objective function in model
(10) is minimized. Each alternative is compared with the worst alternatives and is
assessed based on the ratio of distance from the worst-practice frontier. The first set
of constraints assures that the computed weights do not attain a grade of smaller
than 1. The second set of constraints imposes the minimum weight bound on the
attribute weights as estimated by model (9). It is worth pointing out that the
worst-practice frontier approach is not a new approach in the DEA literature.
Conceptually, it is parallel to the worst possible efficiency concept as discussed in
Zhou et al. (2007) and Takamura and Tone (2003).
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In order to combine the grey related grades obtained from models (8) and (10),
i.e., the best and worst sets of weights, the linear combination of corresponding
normalized grades is recommended as follows:

1—*/ _ r/ . . rl/ _ l—*l/'
A7) = b=+ (L= D) (11)
max min max min

where I =max{I},k=1,2,...,m}, T, =min{[},k=1,2,....m}, T =

max min max
max{I'},k=1,2,...,m}, T =min{l},k=1,2,...,m} and 0<A<1 is an
adjusting parameter, which may reflect the preference of decision maker on the best
and worst sets of weights. Ay(4) is a normalized compromise grade in the range

[0,1].

Numerical Example: Nuclear Waste Dump Site Selection

In this section we present the application of the proposed approach for nuclear
waste dump site selection. The multi-attribute data, adopted from Wu and Olson
(2010), are presented in Table 1. There are twelve alternative sites and 4 perfor-
mance attributes. Cost, Lives lost, and Risk are undesirable attributes and Civic
improvement is a desirable attribute. Cost is in billions of dollars. Lives lost reflects
expected lives lost from all exposures. Risk shows the risk of catastrophe (earth-
quake, flood, etc.) and Civic improvement is the improvement of the local com-
munity due to the construction and operation of each site. Cost and Lives lost are
crisp values as outlined in Table 1, but Risk and Civic improvement have fuzzy data
for each nuclear dump site. We use the processed data as reported in Wu and Olson
(2010). First the trapezoidal fuzzy data are used to express linguistic data in
Table 1. Using the a-cut technique, the raw data is expressed in fuzzy intervals as
shown in Table 2. These data are turned into the comparability sequence by using
Egs. (2) and (3). Each attribute is now on a common 0-1 scale where O represents
the worst imaginable attainment on an attribute, and 1.00 the best possible
attainment.

Using Eq. (6), all grey related coefficients are computed to provide the required
(output) data for models (7), (8), (9) and (10) as shown in Table 3. Note that grey
related coefficients depend on the distinguishing coefficient p, which here is 0.80.
The minimum weight bound for the attribute weights, using model (9), is equal to
¢ ., = 0.1418 that belongs to Anaheim. Table 4 presents the results obtained from
models (7), (8) and (10) as well as the corresponding composite grades at 4 = 0.5.
If decision makers have no strong preference, A = 0.5 would be a fairly neutral and
reasonable choice. It can be seen from Table 4, Rock Sprgs with a compromise
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Table 1 Data for nuclear waste dump site selection

Site Cost Lives Risk Civic

Nome 40 60 Very high Low
Newark 100 140 Very low Very high
Rock Sprgs 60 40 Low High
Duquesne 60 40 Medium Medium
Gary 70 80 Low Very high
Yakima 70 80 High Medium
Turkey 60 70 High High

Wells 50 30 Medium Medium
Anaheim 90 130 Very high Very low
Epcot 80 120 Very low Very low
Duckwater 80 70 Medium Low

Santa Cruz 90 100 Very high Very low
Table 2 Fuzzy interval nuclear waste dump site data

Site Cost Lives lost Risk Civic
Nome [0.80-1.00] [0.40-0.70] [0.00-0.10] [0.10-0.30]
Newark [0.00-0.05] [0.00-0.05] [0.90-1.00] [0.90-1.00]
Rock Sprgs [0.70-0.95] [0.70-0.90] [0.70-0.90] [0.70-0.90]
Duquesne [0.50-0.85] [0.70-0.90] [0.40-0.60] [0.40-0.60]
Gary [0.40-0.60] [0.10-0.30] [0.70-0.90] [0.90-1.00]
Yakima [0.50-0.70] [0.10-0.30] [0.10-0.30] [0.40-0.60]
Turkey [0.75-0.90] [0.20-0.40] [0.10-0.30] [0.70-0.90]
Wells [0.85-0.95] [0.85-1.00] [0.40-0.60] [0.40-0.60]
Anaheim [0.00-0.30] [0.00-0.10] [0.00-0.10] [0.00-0.10]
Epcot [0.10-0.40] [0.00-0.20] [0.90-1.00] [0.00-0.10]
Duckwater [0.30-0.50] [0.20-0.40] [0.40-0.60] [0.10-0.30]
Santa Cruz [0.10-0.40] [0.10-0.30] [0.00-0.10] [0.00-0.10]

grade of 1 stands in the first place while seven and four alternatives are ranked in
the first position by models (7) and (8), respectively. This indicates that the pro-
posed approach can significantly improve the degree of discrimination among
alternatives. It is worth noting that, although Rock Sprgs has the highest compro-
mise grade (=1), it does not have the highest grey related coefficient with respect to
each attribute (Table 3). It is likely due to the fact that Rock Sprgs not only has
relatively high values of grey related coefficients but also has a better combination

among the different attributes.
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Table 3 Results of grey related coefficients for nuclear waste dump site selection

Site Cost Lives lost Risk Civic
Nome 0.9383 0.6281 0.4578 0.4872
Newark 0.4444 0.4444 1 1
Rock Sprgs 0.8352 0.8352 0.7917 0.7917
Duquesne 0.6847 0.8352 0.6032 0.6032
Gary 0.6281 0.5033 0.7917 1
Yakima 0.6847 0.5033 0.4872 0.6032
Turkey 0.8837 0.539 0.4872 0.7917
Wells 0.9383 1 0.6032 0.6032
Anaheim 0.472 0.4578 0.4578 0.4578
Epcot 0.5033 0.472 1 0.4578
Duckwater 0.5802 0.539 0.6032 0.4872
Santa Cruz 0.5033 0.5033 0.4578 0.4578

Table 4 Results of grey related grades obtained from models (7), (8) and (10), and the
corresponding compromise grades

Site Ty r, r/ Ac(=0.5)
Nome 1.0000 (1) 0.9102 (7) 1.0944 (9) 0.4592 (8)
Newark 1.0000 (1) 1.0000 (1) 1.1048 (7) 0.5710 (5)
Rock Sprgs 1.0000 (1) 1.0000 (1) 1.7382 (1) 1.0000 (1)
Duquesne 0.8921 (8) 0.8755 (8) 1.3594 (3) 0.5982 (4)
Gary 1.0000 (1) 1.0000 (1) 1.2262 (4) 0.6532 (3)
Yakima 0.7855 (9) 0.7565 (9) 1.1088 (6) 0.2895 (9)
Turkey 1.0000 (1) 0.9448 (5) 1.1688 (5) 0.5499 (6)
Wells 1.0000 (1) 1.0000 (1) 1.4187 (2) 0.7836 (2)
Anaheim 0.5735 (12) 0.5715 (12) 1.0000 (12) 0.0000 (12)
Epcot 1.0000 (1) 0.9441 (6) 1.0833 (10) 0.4912 (7)
Duckwater 0.7351 (10) 0.7154 (10) 1.0991 (8) 0.2350 (10)
Santa Cruz 0.5943 (11) 0.5937 (11) 1.0109 (11) 0.0333 (11)

*The site ranks are given in parentheses

Conclusion

In this short paper, we present an extended version of the DEA model, introduced in
Wu and Olson (2010) to obtain the weights of attributes in a fuzzy GRA
methodology. The proposed model can lead to grey related grades with higher
discrimination power since it uses two sets of weights that are most favorable and
least favorable for each alternative. An illustrative example of a nuclear waste dump
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site selection is presented to compare our model with the Wu and Olson’s model.
The interested readers who seek the further studies on the combined methodologies
with DEA and GRA may refer to Pakkar (2016a, b, 2017, 2018).
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Storage and Retrieval Machine

with Elevated Track Opens New
Applications in Warehouse Technology
and Material Supply

Reinhard Koether

Abstract An innovative Storage and Retrieval (S/R-) machine can drive around
obstacles like conveyor lines or escape routes in the upper and lower part of a
warehouses shelf. This innovative S/R machine can also drive around a second S/R
machine in its warehouses aisle, so that one or two of these machines can operate
independently in one aisle. These improvements open new applications in ware-
house planning, management and production:

e The dimensions of the warehouse (height, length width) can be easier adjusted
to the existing building development and building regulations.

e The handling capacity can be upgraded aisle by aisle, which allows to scale the
handling capacity to the increasing demand.

e The warehouse can be integrated in the manufacturing or assembly area and
integrates in house transport into storage.

These improvements enhance storage capacity, save space and expand handling
capacity, thus saving investment and cost compared to conventional warehouse
technology.

Warehousing and the Design Concept of the Innovative
Storage and Retrieval Machine

The best warehouse is no warehouse. This rule of lean management and lean
process design is almost impossible to realize in real life material supply.
Warehouses are still needed

e to level out batch supply and continuous consumption,
e to secure supply,

R. Koether (EX)
Munich University of Applied Sciences, 82131 Munich, Germany
e-mail: koether@hm.edu
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e to guarantee supply,
e to enable economies of scale in centralized manufacturing and decentralized
consumption by worldwide customers.

But warehouses need investment in warehouse technology, space and inventory
and they generate operation cost for handling and warehouse administration. In
standard warehouses like a storage for palletized goods the palettes are handled,
stored and retrieved by

e high bay fork trucks with driver or by
e automated Storage and Retrieval Machines (S/R-Machines) that are guided by
tracks on the floor and on top of the shelf.

The S/R machines are faster and automated but they are less flexible in use than
fork trucks. In almost any case an S/R machine is configured to a specific ware-
house location.

The number of S/R-machines determine the handling capacity of the warehouse
system, measured in double cycles per hour (= numbers of storage and retrieval
operations per hour). As only one S/R machine can be operated in an aisle of the
warehouse, the desired handling capacity determines the minimum number of aisles
and in consequence the width of the warehouses layout.

In any case the warehouse is like an impermeable block that does not allow
crossway traffic. Therefore, the warehouse is located in a separate building or at the
border area of a production building. This is to avoid fixed points and obstacles in
future changes of the layout.

An innovative S/R machine changes these rules and additionally allows a better
use of space in a warehouse facility: The innovative S/R-machine is guided by an
upper and a lower track, which is fixed on the storage rack (Fig. 1). A telescopic
mast is used to access the bottom and top areas of the shelf. A conventional load
handling device on the telescopic mast stores and retrieves the load units from the
shelves on both sides of the aisle.

Improved Space Utilization

The telescopic mast of the innovative S/R machine allows driving around obstacles
in the aisle or in the shelves (Fig. 2). Such obstacles can be conveyor lines on the
floor or on higher level, they can be traverses of the building, pipe lines for ven-
tilation or power supply. In conventional warehouses these high obstacles would
limit the accessible height of the S/R machine on the full length of the aisle, but not
only at the point of installation like for the innovative S/R machine. This function
improves the space utilization of the warehouse building. Compared to conven-
tional warehouses the alternative warehouse saves investment in floor space and
building volume.
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Fig. 1 Sketch of the innovative S/R machine with elevated tracks
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Fig. 2 The innovative S/R machine (center) can drive around obstacles in a warehouses shelf like
an aisle for escape route and material transport (bottom left), an overhead conveyor (top center) or
the cross conveyor to connect the marshalling area with the storage area (bottom right)

Benefits of the Design Concept in Warehousing

Flexibility in Warehouse Design and Warehouse Upgrade

The obstacle to drive around can also be a dynamic obstacle, in the aisle of a
warehouse: Another S/R machine can be passed if one S/R machine has lowered its
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load handling device, while the other S/R machine in the same aisle lifts its load
handling device (see Fig. 1). Two S/R machines in one aisle run on tracks fixed on
the racks on both sides of the aisle, one on the left shelf, the other on the right shelf.
As the two S/R machines can operate in one aisle independently, except when the
pass, the handling capacity in one aisle can be almost doubled.

In warehouse planning, the room (length x width x height) determines toge-
ther with the width of the aisle the storage capacity measured in number of bin
locations. The width of the aisle is wider for fork trucks and smaller for S/R
machines. The number of fork trucks or S/R machines determines the handling
capacity measured in double cycles per hour (= number of storage and retrieval
operations per hour). As in conventional warehouses only one or less S/R machines
or fork trucks can operate in one aisle, the number of aisles determines the maxi-
mum handling capacity. So in conventional warehouses handling capacity can only
be enlarged by adding aisles which can conflict with the footprint of the space
available.

The innovative S/R machine enlarges flexibility in warehouse planning. As S/R
machines can operate independently in one aisle, the handling capacity is no longer
connected with the number of aisles. Consequently, it is much easier to adjust the
warehouses dimensions to the footprint of the available space. The number of aisles
can be designed to the space available, no longer to the handling capacity needed.
In the fictive example shown in Fig. 3, the same storage capacity and handling
capacity could be attained with six aisles or three aisles, if two S/R machines can
work in one aisle independently.

If an upgrade of handling capacity is needed after years of operation, the han-
dling capacity can be even enlarged after start of operation. The additional S/R

407
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Fig. 3 Two innovative S/R machines can operate in one warehouses aisle independently, thus
enhancing flexibility in warehouse
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machines can be added aisle by aisle and the handling capacity can be scaled. In
contrast adding handling capacity to an existing conventional warehouse means
greater measures on the warehouse building.

High Handling Capacity

The function to drive around obstacles opens a further opportunity for high han-
dling capacity, which is needed for intensive order picking (see Koether 2014) or
any other high turnover rate. In a conventional warehouse the cross conveyor that
connects the aisles of the warehouse to the marshalling area is installed at the front
of the warehouses racks. The innovative S/R machine can jump over conveyors like
the cross conveyor. So this conveyor can be placed in the middle of the racks
(Fig. 4), with two effects:

1. The average distance from the cross conveyor to the shelf space is shorter,
allowing shorter driving time and speeding up the S/R machine’s handling
operations.

2. The warehouse can be divided in two virtual blocks on the right and left side of
the cross conveyor. In every aisle now up to four S/R machines can operate
independently, two on each side.

Again this feature can scale the number of S/R machines operating in one aisle
from one to four S/R machines and the number of S/R machine in a specific aisle
can be chosen independently from other aisles.

Transfer place for
input and output palettes

- |
il

Shelves with elevated tracks |

i N L, M

- [ S/R mactines vath |
Marshalling Area Marshalling | ! iejescopic maston |
Area i elevated track i

Fig. 4 With the central cross conveyor in every aisle 2 S/R machines can operate left of the
conveyor and 2 S/R machines right of the conveyor independently
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Fig. 5 Supply and collections of palettes on the central cross conveyor

The highest handling capacity is achieved by four S/R machines in one aisle,
which are connected to the marshalling area by a central cross conveyor. To avoid
bottlenecks in the supply of goods to store (input palettes) and the collection of
stored items (output palettes) a synchronized handling process of the cross con-
veyor was developed (see Fig. 5).

In the marshalling area the input palettes are placed on the cross conveyor
(1 Begin) and then driven halfway into the shelf area (2). Input palette I1 is pushed
on the empty transfer place to the left, while simultaneously output palette OS5 is
loaded on the cross conveyor from the right (3). In the next step the palettes on the
cross conveyor move forward and at the same time palettes I1 and O6 move one
position to the left (4). In the 5th step input palettes 12, 14, IS and 17 are pushed to
the transfer places on the left and right side of the cross conveyor und the output
palettes O1, O4, O6 and O8 are loaded on the cross conveyor, so that in step 5 8
palettes are moved simultaneously. The row of input and output palettes on the
cross conveyor is moved by one position. At the same time output palettes 02, O3
and O7 approach the cross conveyor and input palettes 12, IS and 17 leave the
transfer places next to the cross conveyor (6). Then similar to step 5 6 palettes are
loaded and unloaded simultaneously: 13, I6 and I8 are pushed from the conveyor to
the respective transfer places while O2, O3 and O7 are loaded on the cross con-
veyor. Only output palettes are now sitting on the cross conveyor (7). They are
moved in one chain to the marshalling area (8 End).

Save Investment for Floor Space and Building

The feature of multiple S/R machines operation in one aisle allows saving floor
space for warehouses with high turnover rate, because the number of aisles can be
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determined by the storage spaces needed, not by the handling capacity. In addition,
the handling capacity of existing warehouses can be enlarged without building
measures.

The aspect of floor space which is needed per aisle to achieve the handling
capacity is even greater for manually operated warehouses with fork trucks. As fork
trucks offer less handling capacity per device than S/R machines, even more aisles
would be needed for a certain handling capacity. In addition, the aisle width for fork
truck operation must be larger which consumes even more floor space and building
volume. The investment for floor space and for the building can be saved. These
savings allow paying off the larger investment for the innovative S/R machine
compared to conventional ones or compared to fork trucks.

New Opportunities in Material Supply

Figure 6 shows an exemplary modular layout of an assembly line with warehouse
in a 15 m X 15 m raster of pillars. The warehouse that guarantees a secure supply
is located adjacent to the manufacturing or assembly area.
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Fig. 6 Layout of assembly with adjacent warehouse (exemplary sketch). Legend: 1 Material
supply zone, 2 assembly line, 3 working area 4 drive way for internal transport and for escape
route, 5 loading docks, 6 floor transfer of assembly line, 7 overhead transfer of assembly line, 8
preassembly line, 9 loading docks for just in time (JIT) supply, 10 conventional warehouse for
assembly material
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Table 1 Process for material supply and return of empty containers

Conventional process, separate warehouse

Lean process, integrated warehouse with
innovative S/R machine

Receive purchased item form outside supplier
or prefabricated item from in house cost
center

Receive purchased item form outside supplier
or prefabricated item from in house cost
center

Place item in warehouse

Place item in warehouse

Demand of manufacturing or assembly

Demand of manufacturing or assembly

Retrieve item from warehouse

Ship item with internal transportation (fork
truck or tugger train) to manufacturing or
assembly

Place item at point of consumption (machine,
workplace, assembly station)

Move item in the warehouse from bin
position to point of consumption by
innovative S/R machine

Remove empty container and return it to
staging area

Return empty container from staging area to

Remove empty container by innovative S/R
machine and place in storage bin until return
to supplier

supplier

A typical supply process in production is shown in the left column of Table 1.

Conventional warehouses are set apart from assembly or manufacturing area for
two reasons: It is hard to move a warehouse with racks and inventory when the
layout is changed. And warehouses are like blocks that cannot be penetrated
crossways e.g. by escape routes that have to be clear all the time.

The innovative S/R machine can get over obstacles on the floor, it can get over
escape routes. This characteristic allows using these S/R machines in manufacturing
and assembly areas with people operating machines or assembling work pieces.
Consequently, the shelves for warehousing and the innovative S/R machines can be
located in the manufacturing or assembly area, which give two opportunities for
cost saving:

1. Simplify the supply process (Table 1, compare left and right column)
2. Save space for aisles and save investment for floor space and building.

Figure 7 illustrates an exemplary sketch of an assembly’s layout with integrated
warehouse. The assembly line with working area and material supply zone is
similar to the conventional layout (Fig. 6). So is the infrastructure with loading
docks and handling area next to assembly line and warehouse area. The warehouse
area which is separate from the assembly in Fig. 6 is integrated in the assembly
lines in Fig. 7. Two integrated warehouse aisles with four shelves fill a space that
used to be a driveway for internal transportation and for emergency exits. The
emergency exists are specific escape routes (15), crossways to the shelves in the
integrated layout (Fig. 7).

As the assembly of every part number is assigned to a specific station of the
assembly line, it is dedicated where the part number has to be stored in the upper or
lower aisle of the warehouse block. The S/R machine can retrieve the part’s
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Fig. 7 Layout of assembly with integrated warehouse (exemplary sketch). Legend: 1 Material
supply zone, 2 assembly line, 3 working area 4 drive way for internal transport and for escape
route, 5 loading docks, 6 floor transfer of assembly line, 7 overhead transfer of assembly line, 8
preassembly line, 9 loading docks for just in time (JIT) supply, 12 integrated warehouse for
assembly material, 13 material supply zone, material placed by innovative S/R machine, 14 floor
transfer of assembly line over passed by innovative S/R machine, 15 escape route crossing shelves

container from shelves of either side of the aisle and relocate it to the material zone
of the assembly line.

Every second driveway still exists to connect the escape routes (15) with the
drive ways (4) and to enable conventional transportation for all material that is not
stored in the warehouse sections with innovative S/R machine. Such parts can be
packed in oversized or special containers, they can be sequenced or preassembled
items or they can be parts that are delivered Just In Time (JIT) form outside or
inside suppliers. So every workplace and every section of the assembly line has
access to the driveway.

As two innovative S/R machines can operate independently in one aisle one
machine can handle palettes, the other one small part containers. Thus it is possible
to supply palletized material and small parts directly from the warehouse without
intermediate handling.

The warehouse sections in the integrated layout (Fig. 7) are part of the assembly
layout structure. This structure typically can be reused for modernized, upgraded
and new products. To match the layout and the number of assembly stations with
the planned volume the layouts in Figs. 6 and 7 are configured by modular elements
of area. These modules can be copied and inserted (see Fig. 8). To enlarge the
length of the assembly lines, the elements of vertical area module in column B and
C can be copied, multiplied and pasted like column BCa, BCb, BCc and so on. To
insert more assembly lines the elements of horizontal area module between the
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Fig. 8 Modular design of layout with integrated warehouse

pillars in row 1 and 2 can be copied. The sequence of the assembly hall naves from
top to bottom would then be: 1,2, 1,2, 1,2, .. 3, 4.

A short glance at Figs. 6 and 7 already shows that the assembly line with
integrated warehouse demands less floor space than the conventional layout with
separated assembly and warehouse zones. Less floor space means less investment
for land and for the building. Furthermore, the simplified and automated process
(Table 1), saves time and handling cost.

Conclusion

The innovative S/R machine described is applied for a patent. Together with an
industrial partner a detailed design and control concept will be developed in the
near future.
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Nurse Scheduling with Shift Preferences
in a Surgical Suite Using Goal
Programming

Esra Agca Aktunc and Elif Tekin

Abstract Nurse scheduling is a crucial part of hospital personnel scheduling. For
effective nurse scheduling, fair workload and job satisfaction should be taken into
account, as these factors affect the quality of service in healthcare. In this study,
monthly nurse scheduling constraints for a surgical suite are determined according
to government regulations, hospital management requirements, and nurse prefer-
ences. A multi-objective integer program with hard and soft constraints is formu-
lated and solved as a goal programming model to produce an optimal nurse
schedule which provides fair workload and satisfies shift preferences of nurses. Our
goal is improving job satisfaction of nurses as well as reducing medical errors
caused by fatigue, a result of disproportional shift assignment. Resulting schedules
for various shift preference scenarios are compared to show the improvement in the
schedule quality in terms of performance measures such as distribution of prefer-
ence violations among nurses.

Keywords Nurse scheduling - Integer program - Shift preferences
Multi-objective optimization - Goal programming

Introduction

Healthcare systems have experienced drastic changes in the last few decades as a
result of increasing population and technological developments that both increased
life expectancy and incurred additional costs. There have also been budget cuts that
force hospitals to use their resources more efficiently. Healthcare organizations have
to work twenty-four hours a day for every day of the year and shift work is used in
healthcare organizations in order to provide continuous service for patients.
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An important resource of a hospital is its surgical suite of operating rooms where
nurse scheduling is one of the most challenging workforce planning problems since
the quality of care provided by nurses depends greatly on their shift assignments
and, thus, job satisfaction. Compared to the globally increasing demand for
healthcare, the supply and retention of qualified nursing staff has been insufficient
(Oulton 2016). This makes nurse scheduling one of the most significant issues in
terms of hospital managements’ expectations to use their budget wisely, patient
expectations of continuous high quality care, and nurses’ expectations of fair
workload distribution.

Nurse scheduling is the task of specifying the work pattern for individual nurses
and it can be generated manually by a head nurse or using software systems for
scheduling. In most hospital units, nurse schedules are still manually developed by
experienced head nurses who have to gather information from nurses about their
time conflicts and have to adjust schedules as needed. However, developing a fair
schedule manually is time consuming and difficult because of the vast number of
possible schedules and all the constraints to consider. In practice, nurse schedules
are typically developed for a period of four weeks. These schedules can be flexible,
changing every period, or fixed. Fixed (or cyclical) schedules generally provide
good solutions, but they cannot easily address staff preferences or fluctuating
demand (Burke et al. 2004). While generating nurse schedules, significant con-
straints should be considered such as observing work regulations, distinguishing
between permanent and temporary staff, ensuring that night and weekend shifts are
distributed fairly, allowing for leave and days off, and accommodating a range of
employee preferences (Ernst et al. 2004). In this study, we address the flexible
scheduling of nurses in a surgical suite where the nurse preferences for shifts are
used as input to generate fair shift assignments.

The remainder of this paper is organized as follows. In Section “Literature
Review”, we review relevant work from the nurse scheduling literature. In
Sect. “Model Development”, we present our integer programming model for nurse
scheduling. We describe the solution methodology by formulating the goal pro-
gramming model in Section “Solution Methodology” and demonstrate the use of
this model with a case study in Section “Computational Results”. We conclude the
paper with our discussion of the study results and possible extensions of this work
in Section “Conclusions”.

Literature Review

In this section, we provide an overview of existing literature on nurse scheduling,
which is a special case of personnel scheduling. Personnel scheduling can be
defined as generating and arranging duty timetables for employees while consid-
ering certain work regulations, coverage constraints, or personnel preferences in
order to satisfy the demand for the goods and services of organizations. Personnel
scheduling has been studied widely for several decades in various application areas
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such as transportation systems, healthcare systems, call centers, emergency ser-
vices, restaurants, hotels, and retail stores (Ernst et al. 2004; Baker 1976; Tien and
Kamiyama 1982; Bradley and Martin 1991; Bechtold et al. 1991; Van den Bergh
et al. 2013).

Our paper focuses on the nurse scheduling problem in a surgical suite (or
operating theatre) that consists of operating rooms (ORs) and recovery rooms. This
is especially a significant issue since the surgical suite has high operating costs and
workforce planning directly impacts the efficiency of not only this unit, but also
other units of the hospital that are related to the surgical suite (Marques et al. 2015).
According to Health Care Financial Management Association Report, ORs have
been estimated to account for more than 40% of a hospital’s total revenues, and it is
both the greatest source of revenues and the largest cost center for hospitals
(Sitompul and Radhawa 1990). Therefore, management of the workforce of a
surgical suit is a crucial and complex issue for hospital administration. Nurse
scheduling plays an important role in the efficiency of surgical suites.

In order to develop a nurse schedule, first of all, the required number of qualified
nurses from various skill sets should be determined for each shift to meet the
demand based on the number of patients in the wards or a predetermined
patient-to-nurse ratio. Then, adequate nurses should be assigned to shifts in order to
meet the service needs. The quality of nurse scheduling directly affects the quality
of healthcare and job satisfaction of nurses (Cheang et al. 2003). Therefore, the
schedule must strive to satisfy nurse preferences, distribute shifts fairly among
nurses, and distinguish between full-time and part-time staff, in addition to abiding
by work regulations determined by governments or other authorities and other
hospital-specific constraints. These constraints can be classified as hard constraints,
that cannot be violated, and soft constraints, that can be violated at a cost. Finding
an optimal solution that minimizes the costs can be complicated regarding all these
constraints at the same time. A wide range of solution methods are used to solve
these complex problems, such as mathematical programming, simulation, queueing,
constraint programming, and metaheuristics (Ernst et al. 2004; Van den Bergh et al.
2013).

Several studies have been published since the 1960s on various aspects of
computerized healthcare personnel scheduling. Mathematical programming meth-
ods such as linear and integer programming are widely used for solving nurse
scheduling problems (Cheang et al. 2003). While most of the mathematical pro-
grams have a single objective function subject to a restricted set of constraints as a
result of oversimplifying assumptions, there are also several studies that use goal
programming or multi-objective decision making. The most commonly used
objectives of nurse scheduling problems are versions of cost minimization, that may
either directly consider recruitment costs, nurse wages, and overtime costs or
consider penalty costs for violating a set of soft constraints. Ozkarahan and Bailey
(1988) defined three goals to avoid understaffing while maximizing coverage and
the utilization of nurses, then solved the problem using a two-phase approach that
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first determines the day-of-week schedules and then the time-of-day schedules.
Arthur and Ravindran (2015) proposed a goal programming model solved similarly
in two phases, first by assigning day-on/day-off patterns using goal programming
and then by assigning shifts using a heuristic. Berrada et al. (1996) treated the
problem as a multi-objective model with hard and soft constraints, where soft
constraints are used to define goals, and they solved the problem by goal pro-
gramming and tabu search. Azaiez and Al Sharif (2005) developed a 0-1 goal
program with five goals and solved the monthly scheduling problem by sub-
grouping the nurses and workloads into manageable sizes. Wright and Mahar
(2013) compare centralized and decentralized nurse scheduling across two
multi-unit hospitals and show that the centralized model performs better in terms of
scheduling cost and schedule desirability.

The literature on nurse scheduling in surgical suites can be considered scarce
compared to nurse scheduling in other hospital units. Belien and Demeulemeester
(2008) solve an integrated nurse and surgery scheduling problem using column
generation. The daily surgery assignment of nurses is modeled as a multi-objective
integer programming model and solved using a solution pool method and a variant
of goal programming in Mobasher et al. (2011). Similarly, a nurse scheduling
model with the objectives of minimizing labor costs, patient dissatisfaction, nurse
idle time, and maximizing job satisfaction is presented in Lim et al. (2012).

Although there is a considerable amount of literature on nurse scheduling, there
are only a few studies that are based on nurse preferences to improve job satis-
faction and that also have multiple goals for equitable shift assignment among
nurses. In this study, we give nurse preferences the highest priority after the
demand-related hard constraints and consider multiple goals to ensure fair workload
distribution. Next, we introduce our multi-objective integer programming model.

Model Development

The nurse scheduling model proposed in this study is an integer programming
model with the objectives of minimizing schedule cost and maximizing job satis-
faction for nurses. The assumptions of our mathematical model for our
multi-objective nurse scheduling problem are as follows:

1. Minimum number of required nurses in each shift is deterministic and known
based on experience of demand since mostly elective surgeries are performed in
the surgical suite.

2. There are three 8-h shifts in a day: (1) from 7:00 to 15:00 day shift, (2) from
15:00 to 23:00 evening shift, and (3) 23:00 to 07:00 night shift for 7 days a
week and 24 h a day.

3. There are two skill classes of nurses: regular nurses and intern nurses.
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4. Regular nurses are classified into three groups based on their specialty:
(1) cardiovascular surgery, (2) general surgery, and (3) neurosurgery.

. Minimum staff level requirements must be satisfied.

Each nurse has to work at least 24 h and at most 72 h per week.

Nurses cannot work for more than 6 consecutive working days.

. A nurse should not work more than 3 consecutive night shifts.

. Each nurse works at most one shift a day. This is especially a necessary con-
straint for a surgical suite because of the high service level expectations and
more arduous workload than other hospital units.

NN o NV

Assumptions similar to the assumptions 1, 2, 5, 6, and 9 can be observed in the
literature. However, the assumptions regarding classes of nurses (3, 4), shift
durations (2), and hospital-specific work regulations (6, 7, 8) above are made based
on an interview with the head nurse of a surgical unit at a private hospital.

The notation used in the model formulation are explained below.

Sets

I set of nurses

S set of specialties

I, set of nurses in specialty s € S

J  set of shifts in a day, where j = 1 for day shift, j = 2 for evening shift, and

j = 3 for night shift
T set of days in the scheduling period
W set of weeks in the scheduling period

Parameters

~_J 1, if nurse i € I prefers to work shift j € Jonday r € T
Pit =0, otherwise

R number of regular nurses

NRg;, minimum number of regular nurses in specialty s € S required for shiftj € J
ondaytreT

NIi;  minimum number of intern nurses required for shift j € Jonday t € T

hy, lower limit on the number of hours that a nurse can work per week

hy  upper limit on the number of hours that a nurse can work per week

cr;  cost of a regular nurse i € {1,2,...,R} per shift

¢ cost of an intern nurse i € {R+1,...,|I|} per shift

Decision Variables

o — 1, if nursei € [ is assigned to shiftj € Jondayr e T
ut 0, otherwise
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Model Formulation

Min cri<i22xw> +c,-< i DD

i=1 jeJ teT i=R+1 jeJ teT

Subject to

injtZNstn VseS,jelireT

i€l
I

> xi=NL, VjeJteT
i=R+1

Z Zx,],>hL/8 VielLweWw

=7(w—1)+1 jeJ

Tw
Z inj,ghy/& ViEI,WEW

=7(w—1)+1 jeJ

Zx,j,gl, Viel,teT
=

Xt Xngen <1, Viel,teT

D> xp<6, VielLk=12,..,|T| -6

jeJ r=k

D xm <3, VielLk=12,..,|T|-3
t=k

D xm >3, Viel

teT

Xjp—pp <0, VieljelJteT

ZXBI - <inlt + Z%’Z:) <0, Viel

teT teT teT



Nurse Scheduling with Shift Preferences in a Surgical Suite ... 29

(1 - Zx,-,-,) +> Xy + (1 - inj(t”)) <2, Vielt=1,2,..,|T|-2

jeJ jeJ jeJ
(13)
> i+ (1 - Zx,ﬂ,ﬂ)) + > Xjuan <2, VielLt=12,..,|T|=2 (14)
jeJ jeJ jeJ
xj€{0,1}, Viel,jeJ,teT (15)

The initial objective function (1) minimizes the total cost of nurses assigned to
shifts. Constraints (2) and (3) ensure that the required numbers of regular nurses and
intern nurses are met, respectively, for each shift on each day. Constraints (4) and
(5) bound the total weekly hours assigned to a nurse using the minimum and
maximum allowed working hours, respectively. Constraint (6) avoids the assign-
ment of more than one shift per day to a nurse. Assigning a day shift followed by a
night shift or a night shift right before a day shift is prevented by constraint (7).
According to constraints (8) and (9), a nurse can work for at most 6 consecutive
days and can be assigned at most 3 consecutive night shifts, respectively. Constraint
(10) ensures that each nurse is assigned at least 3 night shifts in a month. Constraint
(11) avoids shift assignments on days that are not preferred by a nurse, in other
words, over-assignment. Constraint (12) requires the total night shifts assigned to
be at most as many as the total day and evening shifts assigned to a nurse.
Constraints (13) and (14) avoid the “0-1-0” or “1-0-1” types of assignments where a
day on would be between two days off or a day off would be between two days on,
which are both undesired cases from the nurse’s perspective. Constraint (15) defines
the binary decision variables.

In this model, constraints (2)—-(10) are hard constraints that cannot be violated
and constraints (11)—(14) are soft constraints that can be violated at a cost in order
to obtain a feasible schedule. In the following section, the goal programming model
is formulated by incorporating the penalty of violating these soft constraints in the
objective function.

Solution Methodology

In the proposed model, soft constraints are (11)—(14). In order to penalize the
violation of these soft constraints, appropriate decision variables should be added to
the model as explained below.
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Goal 1: We modify the soft constraint (11) as follows:
Xijp — pijr — ojp +u =0, VieljelJteT (16)

where the binary decision variables oy € {0,1},Viel,jeJ,t€T, and
uj € {0,1},Vie 1,j € J,t € T, represent the over- and under-assignment of shifts
based on nurse preferences, respectively. It would be undesirable if a nurse is
assigned to a shift that the nurse does not prefer as well as if a nurse is not assigned
a shift that the nurse prefers to work. Therefore, both of these variables are
penalized using the following objective function:

Minimize Z Z Z (OCOijt + ﬁuw) (17)

icl jel €T

where o is the penalty cost for assignment of a shift that a nurse does not prefer and
f is the penalty cost for not assigning a shift that a nurse prefers, such that o > f§
because over-assignment is even more undesirable than under-assignment.

Goal 2: Soft constraint (12) is modified as follows to allow for deviations:

legt — (inll+ Z.Xi2[> 7di+ +d; =0 VZ € 1 (18)

teT teT teT

where d;" € {0,1},Vi € I, and d; € {0,1},Vi € I, are the positive and negative
deviations from the goal of assigning less night shifts than day and evening shifts in
total. The positive deviations from this goal is penalized by adding the following
objective function:

Minimize Y d;" (19)

iel

Goal 3: Soft constraint (13) is modified as follows to allow for deviations:

(1 - inﬂ> + foml) + (1 - foﬂf“)) (20)

jeJ jeJ jeJ
—da;f +da; =2 Viel,t=1,2,...,|T| -2
where da;; € {0,1},Vi€ I,t € T, and da; € {0,1},Vi € 1,1 € T, are the positive

and negative deviations from the goal of avoiding isolated days on. Only the positive
deviations from this goal is penalized by adding the following objective function:

Minimize ) da,; (21)

iel €T
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Goal 4: Soft constraint (14) is modified as follows to allow for deviations:

injHr (1 - inj(t+l)> + inj(r+2) (22)

jeJ jeJ jeJ
—db;f +db;, =2 Vielt=1,2,...,|T| -2

where db, € {0,1},Vie I,t € T and db; € {0,1},Vi € 1,1 € T are the positive
and negative deviations from the goal of avoiding isolated days off. Only the
positive deviations from this goal is penalized by adding the following objective
function:

Minimize Y " db,/ (23)

icl €T

As a result of these goal formulations, the initial objective function is modified
as follows.

Minimize z = cr; XR:ZZW +e % DD i
(a3 55

i—1 jeJ teT i=R+1 jeJ teT

222 (ot Pug) + > d + > ) dag (24)

icl jeJ teT icl icl €T

+ 30 b

iel teT

The objective function (24) is the weighted sum of five different objectives:
(i) minimizing the total cost of nurses assigned to shifts as in (1), (ii—v) minimizing
the total violation of soft constraints as shown in (17), (19), (21), and (23),
respectively.

Next, we describe our case study and present the computational results of our
proposed model in terms of various performance measures.

Computational Results

In this section, we provide a numeric example for illustrating the nurse scheduling
model presented above. This example is based on an actual surgical unit of a private
hospital in terms of the number of available nurses and the minimum required total
number of nurses; however, due to the lack of data regarding the number of
surgeries of each type performed, the minimum requirement for each surgery type is
estimated based on an interview with the surgical unit nurses. Consider a surgical
suite in which 30 nurses are employed, 5 of whom are intern nurses who are still in
training. The other 25 nurses are regular nurses with more experience and they have
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Tab!e 1 Minimum nurse Shifts (j) 1 2 3
requirements NR; 5 5 i
NRyje 2 2 1
NR3;; 2 2 1
NI 1 1 1

higher priority in terms of shift preferences and taking time off work. Regular
nurses are split into three groups based on their specialties: 10 nurses are in car-
diovascular surgery (s = 1), 8 nurses are in general surgery (s = 2), and 7 nurses
are in neurological surgery (s = 3). The planning horizon is four weeks (28 days,
including the weekends). The minimum required number of regular nurses of each
specialty and intern nurses in each shift are provided in Table 1. These numbers are
assumed for each day since there are as many elective surgeries on the weekends as
on the weekdays. The cost of a regular nurse per shiftis cr;, = 3,i =1,2,...,25 and
the cost of an intern per shift is ¢; = 2,i = 26,27, .. .,30.

In order to measure the performance of the model solutions, we define the
following terms (25)-(27). Let w be the number of nurses who are over-assigned,
i.e., that are assigned a shift they did not prefer to work, as shown below.

w= Y 1 (25)

icl: 3o, =1

Let p, be the ratio of the total number of over-assigned shifts to the total number
of assigned shifts, i.e., the ratio of shifts assigned that nurses do not prefer to work
on, as shown below.

_ sz,z Oijt

Zi.j,t Xijt

Let p, be the ratio of the total number of under-assigned shifts to the maximum
possible number of under-assigned shifts, i.e., the total number of shifts that nurses
prefer to work on, as shown below.

N Zi,i,t Uit

Py = (27)
Zi,j,tpijf

The optimization model is formulated using GAMS 24.6 and solved using
CPLEX 12.6 software on a 2.20 GHz Windows laptop computer with 6 GB RAM.

Base Case Scenario 0

In our Base Case Scenario 0, all shift preferences are set to zero, i.e.,
pip=0,Viel,jeJ,t € T. Assuming that « = = 1, the optimal value for the
objective function (24) in this scenario is z* = 1940, where the total number of
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shifts assigned is 3. xj = >_; 05 = 506. In this case, the proportion of
over-assignment (out of 2520 shifts) is p, = 100%.

Base Case Scenario 1

The other extreme is having all nurses available on all shifts over the planning
horizon, i.e., pjy = 1,Vi€l,j € J,t € T. Assuming that « = ff = 1, the optimal
value for the objective function (24) is z* = 3451, where, again, >, S Xijt = 506,
and ), uy = 2014. In this case, since there cannot be any over-assignment,
p, = 0%.

These base case scenarios show us the limits on the objective function value and
the limits on the quantity Zm oiii, as well as p,, when o= ff =1 at the two
extreme nurse preference values.

Four different Preference Scenarios (PS) are developed to test the performance of
the scheduling model. These scenarios, PSn (n = 1, 2, 3, 4), are designed such that
n*20% of all shifts in a month are preferred by nurses. Therefore, PS1 is the most
restrictive one out of these scenarios. The problem is solved for these scenarios with
different penalty cost, o, values for not meeting the nurse preferences and all the
problem instances are solved to optimality within at most 1000 s. We present the
optimal solutions of the proposed model for the four scenarios for various o values
in Table 2, 3 and 4 below.

In all of the problem instances, it is observed that constraint (12), regarding the
“0-1-0” type of assignment, is never violated, i.e., D ;, da;{ = 0 in all cases.

When PS1 is used, at any o level the same optimal schedule is obtained. In this
solution, 78.5% of assignments (397 of 506) are over-assignments made for all 30
nurses as can be seen from Table 2. When PS4 is assumed, the ratio of
over-assigned shifts is reduced to 13.2% (67 of 506) and the number of nurses
affected by over-assignment is reduced to 18. In PS4, there is also no “1-0-1” type
of assignment in the optimal solution.

It is observed that the ratio of over-assigned shifts is significantly reduced to
37.6% for « = 1 when PS2 is assumed and the minimum possible value for this
ratio is 34.2% in this scenario as shown in Table 3. The number of nurses affected
by over-assignment, o, is reduced to 27 as « is increased. The ratio, p,, is further

Table 2 Results for PS1 and PS4

PS1 PS4
o |CPU |z Sedbh | P, Pu ® |CPU |z >iedbt | g Pu o

time time

(s) (s)
1 5.38 2228 |2 0.785 |0.784 |30 |4.42 3078 |0 0.132 {0.782 |18
2 5.11 | 2625 |2 0.785 |0.784 |30 |4.11 3146 |0 0.132 [0.782 |18
3 5.22 3024 |2 0.785 |0.784 |30 |2.72 3215 |0 0.132 {0.782 |18
4 545 |3419 |2 0.785 |0.784 |30 |4.33 3282 |0 0.132 {0.782 |18
5 | 15.64 | 3816 |2 0.785 | 0.784 |30 |4 3348 |0 0.132 /0.782 |18
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Table 3 Results for PS2

o CPU time A S dit i dbt Po Pu ®
(s)

1 16.17 2324 0 2 0.376 0.686 30

2 19.52 2514 0 2 0.373 0.686 30

3 19.19 2704 0 2 0.373 0.686 30

4 85.81 2882 24 2 0.342 0.660 27

5 72.20 3060 24 2 0.342 0.660 27

Table 4 Results for PS3

o CPU time A S dit > dbt Po Pu ®
(s)

1 772 2678 0 6 0.224 0.739 29

2 42.31 2785 11 14 0.204 0.731 29

3 41.98 2888 14 16 0.200 0.729 29

4 1000.09 2977 42 17 0.168 0.711 25

5 1000.05 3063 46 19 0.163 0.708 25

reduced to 22.4% when PS3 is used and the minimum possible value becomes
16.3% in this scenario as shown Table 4. The number of nurses affected by
over-assignment is reduced to 25 as « is increased.

Additionally, in PS2, at « = 4 and o = 5, three nurses are assigned 8 more night
shifts than their total day and evening shifts in the optimal schedule, i.e.,
> i1 di” = 24. The sum of these positive slack variables increases in PS3 to 43 and
46 for the same o values, respectively. Also, when PS3 is used, the number of
“1-0-1” type assignments made increases as o increases, whereas, in PS2, this
number is fixed at 2 for all « values.

In Fig. 1, it is shown that the impact of increasing the penalty cost for
over-assignments, o, diminishes as the number of preferred shifts is increased in the

8594
PN WhsWOU

z*

- —

Fig. 1 The optimal objective function values for the four preference scenarios at different « levels
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Fig. 2 The ratio of over-assignment for the four preference scenarios at different o levels

preference matrix. This is mostly due to the reduction in the number of
over-assignments required in the optimal schedule.

The PS1 and PS4 scenarios result in constant p,, values at all o levels as shown in
Fig. 2. As the number of preferred shifts is increased by the same amount, in other
words as we move from PS1 to PS4, the improvement in the value of p, diminishes
at all « levels. Our case study shows that the job satisfaction of nurses measured in
terms of p, can be increased as much as 6% in a scenario like PS2.

Conclusions

In this study, we focus on the nurse scheduling problem in a surgical suite where
cardiovascular, general, and neurological surgeries are performed. Shift preferences
of nurses are given the highest priority while meeting the demand-related con-
straints. We develop a multi-objective integer programming model with hard and
soft constraints and solve the model using goal programming. The model is for-
mulated to produce the best possible schedule in terms of meeting nurse preferences
and fair distribution of workload. We illustrate the performance of the proposed
model with an example under various shift preference scenarios. Computational
results show that the multi-objective nature of the model leads to higher job sat-
isfaction for nurses in terms of the performance measures evaluated, by avoiding
the assignment of shifts that are not preferred, by avoiding isolated days on or off,
and by avoiding disproportionate night shift assignments. The proposed model can
easily be used in practice to produce the best possible nurse schedule given a certain
shift preference scenario by adjusting the penalty cost, a.

This model can be extended such that stochastic demand is used as input rather
than deterministic demand so as to include emergency surgeries. Our model con-
siders a wide set of constraints already, however, there are other scheduling con-
straints in the literature that can easily be added to this model such as constraints
dealing with annual vacations or minimum number of weekend days off.

Surgical units are especially important for hospital management due to the high
level of medical care provided and the high revenues generated through the
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operations. The efficiency and quality of surgical suite operations can be improved
by assuring the job satisfaction of nurses who are one of the essential resources.
Fair distribution of workload among nurses in terms of shift schedule and minimum
possible deviation from the shift preferences of each nurse, as demonstrated in this
study, can increase job satisfaction of surgical unit nurses. We believe that hospitals
would benefit from adopting such staff schedules in terms of not only job satis-
faction of the surgical unit nurses, but also the quality of medical care provided
which would result in higher credibility in return.

References

Arthur JL, Ravindran A (2015) A multiple objective nurse scheduling model. AIIE Trans 13
(1):55-60

Azaiez MN, Al Sharif SS (2005) A 0-1 goal programming model for nurse scheduling. Comput
Oper Res 32(3):491-507

Baker KR (1976) Workforce allocation in cyclical scheduling problems: a survey. Oper Res Q
(1970-1977) 27(1):155-167

Belien J, Demeulemeester E (2008) A branch-and-price approach for integrating nurse and surgery
scheduling. Eur J Oper Res 189(3):652-668

Bechtold S, Brusco M, Showalter M (1991) A comparative evaluation of labor tour scheduling
methods. Decis Sci 22(4):683-699

Berrada I, Ferland JA, Michelon P (1996) A multi-objective approach to nurse scheduling with
both hard and soft constraints. Socio-Econ Plann Sci 30(3):183-193

Bradley D, Martin J (1991) Continuous personnel scheduling algorithms: a literature review. J Soc
Health Syst 2(2):8-23

Burke EK, De Causmaecker P, Berghe GV, Van Landeghem H (2004) The state of the art of nurse
rostering. J Sched 7(6):441-499

Cheang B, Li H, Lim A, Rodrigues B (2003) Nurse rostering problems—a bibliographic survey.
Eur J Oper Res 151(3):447—460

Ernst AT, Jiang H, Krishnamoorthy M, Sier D (2004) Staff scheduling and rostering: a review of
applications, methods and models. Eur J Oper Res 153(1):3-27

Lim GJ, Mobasher A, Coté MJ (2012) Multi-objective nurse scheduling models with patient
workload and nurse preferences. Management 2(5):149—160

Marques I, Captivo ME, Vaz Pato M (2015) A bicriteria heuristic for an elective surgery
scheduling problem. Health Care Manage Sci 18(3):251-266

Mobasher A, Lim G, Bard JF, Jordan V (2011) Daily scheduling of nurses in operating suites. I[IE
Trans Healthc Sys Eng 1(4):232-246

Oulton JE (2016) The global nursing shortage: an overview of issues and actions. Policy Polit Nurs
Pract 7(3):34-39

Ozkarahan I, Bailey JE (1988) Goal programming model subsystem of a flexible nurse scheduling
support system. IIE Trans 20(3):306-316

Sitompul D, Radhawa S (1990) Nurse scheduling: a state-of-the-art review. J Soc Health Syst 2
(1):62-72

Tien JM, Kamiyama A (1982) On manpower scheduling algorithms. Siam Rev 24(3):275-287

Van den Bergh J, Belién J, De Bruecker P, Demeulemeester E (2013) Personnel scheduling: a
literature review. Eur J Oper Res 226(3):367-385

Wright DP, Mahar S (2013) Centralized nurse scheduling to simultaneously improve schedule cost
and nurse satisfaction. Omega 41(6):1042—-1052



Implementing EWMA Yield Index
for Product Acceptance Determination
in Autocorrelation Between Linear Profiles

Yeneneh Tamirat

Abstract In this manuscript, a new sampling plan based on the exponentially
weighted moving average (EWMA) yield index for lot sentencing for autocorre-
lation between linear profiles is proposed. The advantage of the EWMA statistic is
the accumulation of quality history from previous lots. In addition, the number of
profiles required for lot sentencing is more economical than the traditional single
sampling plan. As the value of the smoothing parameter is equal to one, the
sampling plan based on the EWMA statistic becomes a traditional single sampling
plan. Considering the acceptable quality level at the producer’s risk and the lot
tolerance percent defective at the consumer’s risk, the plan parameters are deter-
mined. The plan parameters are tabulated for various combinations of the
smoothing constant of the EWMA statistic and the acceptable quality level and lot
tolerance proportion defective at the producer’s risk and the consumer’s risk
respectively.

Keywords Yield index - Acceptance sampling plans - Exponentially weighted
moving average - Autocorrelation between linear profiles

Introduction

The existence of an intensely competitive business environment obliges manufac-
turers to protect the quality of their products in the most efficient and economical
way possible. Judicious use of acceptance control can supplement and support
applications of statistical process control (Schilling and Neubauer 2009). The use of
acceptance sampling on its own provides a proven resource for the evaluation of
products. When inspection is for the purpose of acceptance or rejection of a pro-
duct, based on adherence to a standard, the type of inspection procedure employed
is usually called acceptance sampling (Montgomery 2013). An acceptance sampling
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plan consists of the sample size to be used and the associated acceptance or
rejection criteria.

A profile occurs when a critical-to-quality characteristic is functionally depen-
dent on one or more independent variables. Thus, instead of observing a single
measurement on each unit or product we observe a set of values over a range that,
when plotted, takes the shape of a curve (Montgomery 2013). The curve explains
the possible effect on the dependent variable that might be caused by different levels
of the independent variable. A review of research topics on the monitoring of linear
profiles is provided by Woodall (2007). Noorossana et al. (2011a, b) provided an
inclusive review of profile monitoring. With the assumption that the process data
are uncorrelated, many studies have been done by researchers on the monitoring of
simple linear/nonlinear profiles (see Li and Wang 2010; Noorossana et al. 2010;
Noorossana et al. 2011a, b; Chuang et al. 2013; Ghahyazi et al. 2014). For simple
nonlinear profiles and linear profiles, a process-yield index Sp4 with a lower
confidence bound is proposed by Wang and Guo (2014) and Wang (2014),
respectively. However, process data in continuous manufacturing processes are
often autocorrelated. In the presence of autocorrelation between profiles, Wang and
Tamirat (2014) proposed a process-yield index Spia.4r(1) and its approximate lower
confidence bound (LCB).

In a highly competitive environment, acceptance sampling plans must be
appropriately applied. For example, when the required fraction defective is very
low, the sample size taken must be very large in order to adequately reflect the
actual lot quality, to tackle this problem variable sampling plans based on capability
indices have been developed by various authors including Pearn and Wu (2006,
2007), Wu and Pearn (2008), and Wu and Liu (2014). However, the sample size
required by process capability based plans would be very large. For example, for
auto correlated profiles with a given p = 0.5, and n = 4 it requires 1046 profiles at a
consumer and producer risk of 0.05 and 0.10 respectively.

To improve the inspection efficiency, the accumulated quality history from
previous lots should be included. The exponentially weighted moving average
(EWMA) statistic has been widely used in quality control charts, which consider the
present and past information. The weights decline geometrically with the time of
the observations. This EWMA statistic is known to be efficient at detecting a small
shift in the process ((Hunter 1986; Lucas and Saccucci 1990; Cisar and Cisar 2011;
Montgomery 2013). The EWMA statistic based on yield index was first introduced
in an acceptance sampling by Aslam et al. (2013). Yen et al. (2014) developed a
variable sampling plan based on the EWMA yield index Sy, and Aslam et al. (2015)
applied the EWMA statistic to the quality characteristic itself based on the mean
and standard deviation to develop an acceptance sampling plan. However, the
proposed methods consider only a single quality characteristic and cannot be
applied to profile data. Furthermore, process autocorrelations may affect the per-
formance of the process yield index. Based on our knowledge, there is no work on
the sampling plans based on the yield index for autocorrelation between linear
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profiles. The main purpose of this paper is to develop a variable sampling plan
based on yield index Spa.4r(1) to deal with lot sentencing of auto correlated profiles.

In this study we propose a new method for economic appraisal of materials. In
the presence of autocorrelation between linear profiles, we present a variable
acceptance sampling plan using the EWMA statistic with yield index. Taking into
account the acceptable quality level at the producer’s risk and the lot tolerance
percent defective at the consumer’s risk, a non-linear optimization method is pro-
posed to determine the number of profiles required for inspection and the corre-
sponding acceptance or rejection criteria. The rest of this paper is organized as
follows. In the next section, a yield index Spuagq) 1is summarized.
Section “Proposed Sampling Plan” describes the proposed sampling plan based on
the EWMA statistic. Finally, we offer a conclusion and suggestions for future
studies.

Yield Index for Linear Profiles

In this section, we review the yield index for autocorrelation between linear profiles.
The first order autocorrelation between linear profiles is modeled by
Vi =0k BNt andj= 1.2k (1)
&j = PEiG-1) T aj

where y;; is the response value at the ith level of the independent variable from the
Jjth profile, x; is the ith level of the independent variable, n is the number of levels
for the independent variable, k is the number of profiles, ¢; denotes correlated
random error, o is the intercept of linear profiles, f is the slope of linear profiles, p
denotes the autocorrelation coefficient, and a;; ~N(0, a2).

The process yield at the ith level of the independent variable can be derived by
the process yield index proposed by Boyles (1994). This index is useful to describe
the relationship between manufacturing specifications and actual process perfor-
mance and is defined as follows:

1 [t (USLi—u\ 1. [p —LSL;
Spi=-0'-of =L T 4 o
"3 {2 ( o >+2 ( ai ﬂ

1 1 (1—=Cy\ 1. [1+Cy
—— 0! Can) | Lo (1 Car
3 2 Cdp[ 2 Cdp,

where USL; and LSL; are the upper and lower specification limits of the response
variable at the ith level of the independent variable, y; and o; are the process mean
and the standard deviation at the ith level of the independent variable,
Cdr, = (,u, — m,-/d,-), Cdp,- = G,'/d,‘, m; = USL, +LSL,/2, d,' = USL, - LSL,/2, D is

)
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the cumulative distribution function of a standard normal distribution, and ®~! is
the inverse function of ®.

Wang and Tamirat (2014) derived the following estimator of the yield index for
autocorrelation between linear profiles.

= %{14_22%[m3@gw)_1]}] (3)

- 1

SpkA;AR(l) = §<D

where

b= 1925 042 10 (2] +0(:229)

C‘d,,. = (y; — m;/d;), C‘dp,- = S;/d;, y; and S; are the sample mean and the sample
standard deviation at the ith level of the independent variable, which may be

obtained from a stable process, and S wia:ar(1) 18 the estimator of the process-yield
index Spyra:ar(1)-

The asymptotic normal distribution of index S'pkA;AR(l) was derived by Wang and
Tamirat (2014) and is given as follows:

n katzF 2
lai(1 —f)] Eﬁ1b4f+h4

S ~N|S )+ , 4
PkA;AR(1) PKA;AR (1 lend)( kA:AR(l)) 36”2k¢(35pkA;AR(1))2 ( )
where
d 1- Cdr-) (1 + Cdr) }
a4 = 1—Cy, )+ (14 Cp)p [ ——22) ¥
\/501-{( ¢ )4)( Cap, 1+ Can)o Cap,
e o(155) - o)
CdPi Cdpl
=
=1- k—i
f k@—lhﬂ( i)pi
5 kel
g:1+z;(k_l),01
k-1 k-1 5 kel kei ‘
F=k+2 k — |k+2 k—i —= —i—j)p'p’
2 kit k2 (ke kz ’

p; is the ith lag autocorrelation, and ¢ is the probability density function of a
standard normal distribution.



Implementing EWMA Yield Index for Product ... 41

Proposed Sampling Plan

An acceptance sampling plan must consider two levels of quality such as the
acceptable quality level (AQL) and the lot tolerance proportion defective (LTPD).
The AQL is also called the quality level desired by the consumer. The producer’s
risk (o) is the risk that the sampling plan will fail to verify an acceptable lot’s
quality. The LTPD is also called the worst level of quality that the consumer can
tolerate. The probability of accepting a lot with LTPD quality is the consumer’s risk
(B). An operating characteristic (OC) curve depicts the discriminatory power of an
acceptance sampling plan. Thus, its designed plan parameters are determined by the
OC curve, which must pass through the two designated points (AQL, 1 — o) and
(LTPD, B).

In some situations, the accumulation of quality history from previous lots is
available. We proposed the variable sampling plan using the EWMA statistic. The
sampling procedure is described as follows:

Step 1: Choose the producer’s risk () and the consumer’s risk (). Select the
process capability requirements (Capz, Crrpp) at two risks respectively.

Step 2: Select a random number of profiles k at the current time 7 and collect the
preceding acceptance lots with their yield index values. Then, we compute the
following EWMA sequence, say Z, for r = 1, 2, 3, ...,T.

Z, = /ISpkA:AR(l)z +(1=A)Z (5)

where / is a smoothing constant and ranges from 0 and 1. The choice of its optimal
value is based on minimizing the sum of the square errors,

SSE = ZtT:Q (Zt — SpkA:AR(l);t)23 where ZQ = SpkA;AR(l):l (Hunter 1986) To find the
optimal A value, a simple R program using the DEoptim algorithm is developed
(Ardia et al. 2011).

Step 3: Accept the lot from the supplier if Z, > ¢, where c is the critical value;
otherwise reject it.

The OC function of our proposed plan is derived as follows:

lai(1
Z, — E(Z,) > c— < PKA;AR(1 + Zl 1 12n¢( 3Skai}R(l ))
o [ wlr T~ w o [ k2F 1
\/(L) Zx‘:l (— l)7 +is \/(L) Zi:l (k= 1)2+b 8
2—4 36’12k¢(3spkA.AR(l)) 2-4 36”2k¢<3SPkA:AR(1)>

In Eq. (5), the mean and variance of Z, can be obtained as

P(Z;>c)=P

(6)
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E(Z) = Spraar1) + Zm[;l((l—f)]

3Spraar(1))

and

n ka*F
;u ) Zi:l [(k:1)2 +b12g:|

Var(Z,) = ’
() <2 36n2k¢(35pkA;AR(1))2

— 2

Therefore, Eq. (6) can be rewritten as follows:

[ai(1=1)]
c— ( PRAAR(1 +Zz 1m)

n [ ka®F ]

Jl Zi:l (k—ll)2+b’2g

(ﬁ) 36"2k<f>(35pkA;AR(1))2
where Z is a standard normal random variable.

Finally, the lot acceptance probability, say m4(Z), is derived by

P(Z>c)=1-P|Z<

[ai(1=£)]
c— (pkAAR + > 1m>

2 F
Jl 27:1 (: 12+bg
&%) 3612k (3Spuanr(t)’
The parameters of our proposed plan can be determined through the non-linear
optimization problem given in Eq. (9), where the number of profiles (k) and critical
value (c) are decision variables. For a particular sampling plan, the producer is
interested in finding the probability that a type I error can be committed. Using
Eq. (9), the producer is able to find a sampling plan which guarantees that the lot
acceptance probability is larger than the desired confidence level, 1 — «, at the lot
acceptable quality level (Cag.). Concurrently the consumer desires that, based on
sample information, the probability that a bad (quality) population will be accepted
is smaller than the risk at the lot tolerance proportion defective(Cyrpp). That is,

Sprasar(1) = Cagr for the producer and S,x.4r(1) = Crrpp for the consumer.

TEA(Z,) =1-

Minimize k (9a)
a
Subject to
a;(1-f
(CAQL+ > 12n¢(3cA£,,)) 1—q (9b)

o "
“ 1)2 +h g
%) %n2k¢<%cAQL)
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c— (CLTPD+ S 7,[?"(1#)] )
1—® L 12n¢(3Crrrp) < ﬂ (9C)

Z” kal?F e
(L) i=1 | (k—1)2 i8
2-2) 36n2k$p(3Cerpp)*

Given p, A, Cagr, Crrep, @, and f as inputs, we evaluate the constraints (9b) and
(9¢c), where the objective function is to minimize the number of profiles. A search
procedure is considered to determine the plan parameters. First, 10,000 combina-
tions of k and c are randomly generated, where k ranges from 2 to 3000 and
¢ follows a uniform distribution from Csg; to Crrpp. The above procedure is
repeated 1,000 times to determine the optimal parameters.

To investigate the performance of the proposed method, a computer program
written in R language is used. In Tables 1 and 2, we tabulate sampling plan parameters
for various combinations of two quality levels (Csor, Crrpp) at a = 0.05 and
f = 0.10. The sampling parameters are found under a given A = 0.10, 0.20, 0.50, and

Table 1 Plan parameters using the single sampling plan on EWMA yield index under various
(/1, CAQL7 CLTPD) at o = 0057 ﬂ = OIO,p =05andn=4

2=0.1 A=02 2=0.5 A=1.0

Caor = 1.33 Capr = 1.33 Cuor = 1.33 Cpor = 1.33
Crrep k c k c k c k c
1.15 36 1.2534 149 1.2348 1313 1.2295 2560 1.2347
1.10 15 1.2550 57 1.2159 499 1.2025 2105 1.2061
1.05 8 1.2691 28 1.2027 228 1.1771 1720 1.1749
1.00 5 1.2771 16 1.1948 118 1.1521 1046 1.1452

A=0.1 A=02 A=05 A=1.0

Cpor = 1.5 Caor =15 Caor = 1.5 Caor = 1.5
Crrep k c k c k c k c
1.25 11 1.4317 42 1.3803 353 1.3620 2120 1.3581
1.20 7 1.4314 22 1.3708 172 1.3366 1518 1.3320
1.15 4 1.4607 13 1.3687 94 1.3128 821 1.3044
1.10 3 1.4643 8 1.3703 58 1.2901 487 1.2771
1.05 3 1.4451 6 1.3708 36 1.2710 306 1.2507

42=0.1 A=02 A=0.5 A=1.0

Cuor =2.0 Caor =2.0 Caor =2.0 Caor =2.0
Crrep k c k c k c k c
1.60 4 1.9094 9 1.8580 58 1.7907 493 1.7768
1.55 3 1.9262 6 1.8646 36 1.7712 304 1.7503
1.50 2 1.9317 5 1.8610 25 1.7523 201 1.7231
1.45 2 1.9488 4 1.8494 18 1.7345 140 1.6964
1.40 2 1.8900 3 1.8368 13 1.7249 98 1.6717
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Table 2 Plan parameters using the single sampling plan on EWMA yield index under various
(/17 CAQL7 CLTPD) at o = 0.05, ﬂ =0.10,p =0.75 and n =4

A=0.1 A=02 A=0.5 A=1.0

Caor = 1.33 Caor = 1.33 Capr = 1.33 Caor = 1.33
Crrep k c k c k c k c
1.15 162 1.2447 696 1.2325 2680 1.2279 2761 1.2268
1.10 64 1.2404 268 1.2109 2176 1.2013 2314 1.2102
1.05 31 1.2498 124 1.1937 1074 1.1752 1920 1.1565
1.00 18 1.2674 67 1.1823 558 1.1491 1243 1.1379

A=0.1 A=02 A=0.5 A=1.0

Caor =15 Caor = 1.5 Caor =15 Caor = 1.5
Crrep k c k c k c k c
1.25 48 1.4113 196 1.3726 1679 1.3611 2612 1.3578
1.20 25 1.4248 97 1.3575 816 1.3350 2481 1.3290
1.15 14 1.4499 54 1.3500 444 1.3096 2123 1.2856
1.10 9 1.4710 33 1.3483 263 1.2851 1753 1.2642
1.05 6 1.4851 22 1.3514 165 1.2629 1483 1.2493

A=0.1 A=0.2 A=05 A=1.0

Caor =2.0 Caor = 2.0 Caor = 2.0 Caor =2.0
Crrep k c k c k c k c
1.60 9 1.9716 34 1.8482 263 1.7856 2210 1.7876
1.55 6 1.9895 22 1.8514 166 1.7632 1430 1.7489
1.50 4 1.9991 15 1.8593 110 1.7425 951 1.7214
1.45 3 1.9793 11 1.8680 77 1.7245 655 1.6959
1.40 2 1.9974 8 1.8658 56 1.7070 459 1.6682

1.0, considering two different autocorrelation coefficients p = 0.5 and 0.75 and
n = 4 levels of the independent variable. The number of profiles required for lot
sentencing with a smoothing parameter 4 < 1 is more economical than the traditional
single sampling plan (1 = 1). The smaller the value of /, the lower the number of
profiles required. In practice, relatively small values of 4 generally work best when the
EWMA is the most appropriate model.

For instance, when Cygo; = 1.5, Crrpp = 1.2, and n =4, at given values of
o =0.05, f=0.10, and p = 0.5, the plan parameters (k and c) obtained with
A =10.10,0.20, and 0.50 are (7 and 1.4314), (22 and 1.3708), and (172 and 1.3366),
respectively. In addition, with a given p = 0.75, we found that the plan parameters
(k and c¢) obtained are (25 and 1.4248), (97 and 1.3575), and (816 and 1.3350),
respectively. Increasing the autocorrelation coefficient significantly increases the
number of profiles required to achieve the desired levels of protection for both
producers and consumers.
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Conclusion

In this paper, we developed an acceptance sampling plan based on the process yield
index Syxa:ar(1) to deal with lot sentencing for autocorrelation between profiles. Our
proposed method considers the quality history of the previous lot’s information and
the current lot; as a result the sample size required is smaller than the traditional
single sampling plan. With a given 4 = 1, the sampling plan based on the EWMA
statistic is reduced to a traditional single sampling plan. In addition, we tabulated
the required number of profiles k and the critical acceptance value ¢ for various
combinations of two quality levels (Cagr, Crrpp) at o = 0.05 and ff = 0.10 and
with 4 = 0.10,0.20,0.50, and 1.0 and p = 0.5 and 0.75 under n = 4. The proposed
sampling plan provides the alternative for implementing the acceptance sampling
plan.
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Evaluating Airline Network Robustness
Using Relative Total Cost Indices

Peiman Alipour Sarvari and Fethi Calisir

Abstract This research to the best of our knowledge is the first paper to quantify
airline network robustness in the presence reversible capacity of legs and alternative
flights. In this study, we try to recognize the critical legs via changing the functional
capacity of flights. Besides, we attempt to gauge the behavior of the flight network via
shifting of leg capacities proposing a new leg cost function. In addition, we indicate
how to capture the robustness of airline network in the case of variable flight
capacities. Relative Total Cost Indices have been used to assess air network
robustness in the case of behavior associated with both User-Optimization and
System-Optimization. In this article from the different point of view, the variability of
passenger’s route preferences is the main subject. This paper may shed light on the
robustness of networks in real life not only for the particular case of airlines but also
for systems sharing similar topological properties. The paper presents a numerical
case study with real data from an airline in Turkey for illustration purposes.

Keywords User optimality - System optimality - Network robustness
Flight networks

Introduction

Networks are complex, typically, large-scale systems, and their formal study has
attracted much interest from a plethora of scientific disciplines (Bazargan 2010).
A broad variety of practices in the real world can be explained as complex or
heterogeneous networks, like the postal networks, energy distribution networks as
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well as air transportation networks. Recently studies in the context of complex
systems have attained successes in many spheres (Newman 2003; Boccaletti et al.
2014; Wei et al. 2013), such as system modeling (de Dios et al. 2001; Soysal et al.
2014; Sarvari et al. 2016; Abdelghany et al. 2008), optimization (Eskandarpour
et al. 2015; Storn 1996; Jindal et al. 2015) and traffic dynamics (Yan et al. 2006;
Wu et al. 2016; Zhang et al. 2010) and so on. Large infrastructure networks such as
the Internet, power grids and transportation systems (Zang et al. 2010; Du et al.
2016), play a significant role in the modern world. As the robustness of base
networks is maturing, so the robustness of heterogeneous networks has interested
and inspired researchers to develop many papers (Buldyrev et al. 2010; Science
et al. 2016; Lordan et al. 2015; Tan et al. 2015; Trajanovski et al. 2012). Recently,
(Schneider et al. 2011) proposed a new measure R for network robustness and
studied the optimal arrangement of arcs and nodes considering this measure. The
results confirmed that network robustness could be significantly enhanced (Hong
et al. 2017).

Airline schedule planning typically involves four steps from schedule design,
fleet assignment, aircraft routing to crew pairing/rostering. Each stage is planned
and optimized in interaction with other three steps. At the stage of aircraft routing,
schedule planning involves the optimization of aircraft routing by formulating
aircraft routing as integer programming problems. The lack of consideration in
aircraft routing optimization to reflect real operational issues may result in lower
schedule robustness and reliability in daily operations. The observable conse-
quences of lower schedule reliability are flight delays and potential delay propa-
gation in an airline’s network (Wu 2006). So the whole network is affecting with
tiny changes in its sub-systems. Changing the flight routes, changing hubs, over-
loading a flight arc or expanding the network in case of increasing the destination
numbers are common phenomena in the airline industry. Adding even one flight
node to the airline’s transportation network can affect each step of the schedule
planning and may destabilize the whole network. These effects can lower the
reliability/robustness of the network decreasing the turnaround efficiency and
triggering delay propagation.

As Dios et al. (2001) mentioned, the transportation system can be considered as
a conventional economic system with demand and supply subsystems. In traffic
authorization, an O-D trip matrix is loaded onto the system, and a set of connection
flows is generated (Campbell 2009). The Relative Total Cost Indices (RTCI) can be
evaluated at either user-optimal (U-O) traffic streams, or system-optimal (S-O)
traffic streams. A recommended leg cost function empowers the quantitative eval-
uation of the variations in the relative total cost of an air transportation network, in
the case of alternative travel behavior, when the link functional capacities are
decreased or increased (Nagurney 2010).

Nagurney and Qiang (2008a, b) provides an overview of some of the recent
developments in the assessment of network vulnerability through proper mecha-
nisms that support in the quantification of network performance and the classifi-
cation of the effect of network elements, such as nodes and links. The boom and
drop on the number of airplanes in networks due to maintenance, scheduling and
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routing approaches, air carriers and airports deterioration over time, as well as
politic decisions lead to time-consuming and costly connection flights, lack of
flights and poor service quality would effects passenger decision manners
(Bazargan 2010). That is why; we introduce a new procedure for evaluating the
robustness of an airline network based on the RTCI for the transportation system in
the case of leg variation captured through a uniform link capacity ratio. In an air
network, there are hub and spokes that every leg and flight deviation is changing the
whole network robustness.

The paper has been organized as follows; In Section “Relative Total Cost
Index”, the proposition of the relative total cost index is provided. In
Section “Principal and Components of RTCI”, we explain the RTCI that can be
used to evaluate transportation network robustness and which allows either U-O or
S-O travel behavior. In Section “Assessment of Airline network robustness”, for the
first time, we try to assess the airline network robustness by reducing and increasing
of flight capacity by network robustness measure. In Section “Case Study”, a case
study and related discussions on a partial network of an airline have been con-
sidered to analysis, and finally, Section “Conclusion” presents a brief closure.

Principal and Components of RTCI

Decentralized Decision-Making and Centralized
Decision-Making (U-O and S-0)

Wardrop and Whitehead (1952) explicitly recognized possible alternative behaviors
of transportation networks users and stated two principles, which are commonly
named after them. These principles match, in consequence, to decentralized versus
centralized behavior on networks and, albeit stated in a transportation circum-
stances, have connections to many various networks. Hence, we now recall
Wardrop’s two principles; The first implies that the journey times of all used routes
are equal and less than those that would be experienced by a single vehicle on any
unused route, and the second one assumes that the average journey time is minimal.

The fundamental principle reactions to the behavioral principle in which pas-
sengers query to determine their minimal costs of travel whereas the second prin-
ciple corresponds to the behavioral policy in which the total cost of the system is
decreased. Nagurney (2003) proved the equality between the traffic network
equilibrium statuses, which assert that all used paths connecting an
origin-destination pair will have equal and minimal travel times (or costs); corre-
sponding to Wardrop’s first principle, and the Kuhn-Tucker conditions of an
appropriately formed optimization problem, under a balance assumption on the
underlying functions. Consequently, in this case, the equilibrium link and path
flows could be captured as the solution to the problem.
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Dafermos (1980) coined the terms user-optimized (U-0) and system-optimized
(S-0) transportation networks to distinguish between the two distinct situations in
which users act unilaterally, in their self-interest in selecting their routes. In the
latter problem, marginal (total) costs rather than average costs are equilibrated
equalized, in which users select routes according to what is modeled and assumed
as optimal from a societal point of view, so that cost in the system is minimized
(Sarvari and Erol 2013). The problems mentioned above coincide with Wardrop’s
first principle and the latter with Wardrop’s second principle.

As a mathematical description, let xp represents the nonnegative flow on path p
and let fa denotes the flow on flight a. The cost experienced by a user traversing
flight a is denoted by #,(f;,) and the total cost experienced by the system (company)
on flight a denoted by 7,(f,). Additionally, dw, denotes the demand associated with
O-D pairs of w for all w € W. On the condition that path p contains link a then
0qp = 1, otherwise, 0, =0 (Bazaraa et al. 2006). Formulations (1) and
(2) demonstrate the mathematical optimization models for both user and system
optimality.

e For User Optimality

£
Min 37 [ta(y)d,

acA 0
s.t. X, = d,y,
2 0
fa =2 %p.0ap,
peP
X, >0,
e For System Optimality
Min > 1.(f,)
acA
st. Y x=d,, YweWw
PEPw (2)
fao=>_ %04, YacA
peP
x, >0, Vp € P

In this section, a detailed trip cost function that is a combination of passenger
flow function and arc cost function has been applied. As cost of a path in a flight
network is cost of legs plus the cost of transshipment or hub (Campbell 2009),
what’s more, the flows of passengers by plane a and b have been named as f, and f;
respectively. Provided that the nominal capacity of plane a is ¢,, consequently the
practical capacity of a is If X ¢, where If is the load factor (Bazargan 2010) and

providing flight cost or ticket price by fc then the rate of flow for the ath plane can
Ja

a
Xcq "

be calculated by ;
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Considering the fc as the lowest ticket price for the ath fight operating by ath
plane and the total cost for a selected flight by the passenger is calculated via
Eq. (3) where «, f and k are the congestion rates (are positive and unique coeffi-
cients for every field and company).

ty = fc [a(lf];ﬁlc)ﬁ] 3)

From the other hand, there are two types of flights; the transshipment flights and
the connection flights. On condition that the ath plan is flying a direct flight, the cost
function from the system view can be calculated by Eq. (4), otherwise Eq. (5) is
covering the connection flight too, where, f’c is the least flight cost for ath plan and
tsc is the transshipment cost (Note: the connections is allowed just for the flights
passing the hub airport).

~ K\’

ty=fc [a(lf >{Ca> +arc cost (4)
- K, \*
ta=fc a(lf xac) +arc1 cost+arc?2 cost+ tsc (5)

Performance Measure of Nagurney and Qiang for Evaluating
of Critical Arcs

The network performance/efficiency ratio (Nagurney and Qiang 2008a, b), in a
flexible demand case, is described as Eq. (6);

dy
ZWEW ﬁ

Ny

e=¢(G,d) = (6)

where;

n,, The number of O-D pairs in the network
Aw The cost of the most reasonable or the shortest way
n,, The total number of flight demands (between O-D)
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Relative Total Cost Index

The total cost of the network is named as TC and is specified by Eq. (7);

C = Z 1y = Ztg (fg)fg (7

g€A g€eA

Let’s suppose g € A, is an arc on the network and ¥ ({g}) is the relative total
cost increase of G, and on the condition of eliminating {g} from the network,
relative total cost increase will be equal to Eq. (8):

TC(G — {g}) — TC(G)

C(G) ®)

v({g}) =

where TC (QG) is the total cost of the network G, TC (G — {g}) is the total cost of
the network G — {g}. Because of deriving total cost from U-O and S-O, Egs. (9)
and (10) can be derived, where Eq. (9) is the relative total cost derived with U-O,
and Eq. (10), is the relative total cost derived with S-O.

TCy-0(G — {g}) = TCuy-0(G)

©)

TCs-0(G — {g}) — TCs-0(G)
7C(G)

Ys_o({8}) = (10)

Note: Functions mentioned above will distinguish critical nodes. On the con-
dition that the g has been affected by capacity changes then, the relative total cost
indices appear as:

, TC"E’g , —IC
Vo ="1¢c (11)
TC*, — TC
o (8)
lp(é’) - TC (12)

TC  Total cost of the network without capacity changes.

TC'(’g) Network total cost if capacity decrease rate of g is 7y

TCE‘g) Network total cost, if capacity increase rate if g is o
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Assessment of Airline Network Robustness

In Case of Changing the Capacity of a Leg

To evaluate network robustness let’s decrease legs (flight) carrying capacity with a
fixed rate. Network efficiency measures are capturing under this reduction. If the
original capacity of a leg is ¢, and y(y € (0, 1]) is the reduction rate of capacity, yc,
is the leg’s decreased capacity and, ¢, — yc, is reduction measurement of the leg.
The robustness measurement of network G is R’ (Nagurney 2010).

Airline Network Robustness with Reduction Flight Capacity
R’ = R'(G,d,1,¢,7) = = x 100% (13)
€

G demand vector

Flight cost function

Flight capacity vector

v Flight capacity reduction rate

¢ Network performance index when capacity is ¢

¢ Network performance index when capacity decreased to yc

O

Provided that the performance index of a network with yc capacity approxi-
mately equals to c, then that network will be robust (Nagurney and Qiang 2008a, b).
On the condition of presenting of just one flight between O-D, the assumed con-
junction rate will be § where robustness upper bound will be # x 100%, and then
The robustness measurement of network G is R’.

et -4kt

R =
y/fcg + kdl}

x 100% (14)

If there are more than one flight between O-D then;
c=c,tep+ -ty

So the lower bound is 7 x 100%, and the robustness measurement of network G
is R" as Eq. (15).

_yc+kydy,
 yc+kd,

"
Y

x 100% (15)
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Airline Network Robustness with Increasing Capacity of Flights

To evaluate network robustness let’s increase legs (plane) carrying capacity with a
fixed rate. Network efficiency measures are capturing under this reduction. If the
original capacity of a leg is ¢, and «; a> 1, is the inflation rate of capacity, oc, is
the leg’s increased capacity and, acg — ¢, is inflation measurement of the leg
(flight). The network of G robustness or robustness measure can be calculated by
Eq. (16).

o
R* = R(G,d,1,c,0) :% % 100% (16)

o leg capacity inflation rate

¥ x 100% is upper bound of network robustness and « > 1, and upper bound is

o x 100%
_dc+kod,,

" ac+kd,

o

x 100% (17)

Network Robustness Assessment Through Using Relative
Total Cost Index (Through Capacity Variations of All Legs)

Network Assessment with Capacity Reduction

Relative total cost index for network G using U-O and S-O as below (Boyce et al.
2004; Konnov et al. 2007);

TC), , —TCy o

‘//72/70 = lp~/[']7()(G7 d7 tc, V) = X 100% (18)
TCy-o
” ” TC!. ., —TCs_
Vo=V o(G.d,1,c,y) =52 =525 100% (19)
TCs-o

Therefore, upper bound for /7, , is % x 100%, and upper bound for y/§_ is

LE % 100%, 7 € (0,1].
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Network Assessment with Capacity Inflation

Leg capacity is increasing at a fixed rate, and following this increase, the total cost
of network changes is evaluating. Where leg capacity is ¢, and o, (¢ >1) is an
inflation rate of capacity and ac, — ¢, is the inflated leg (flight) capacity amount.
Equation (20) is presenting the relative total cost index for the network G sing U-O,
while 1% x 100% is the desired lower bound.

y [ actkd, _
Vy_o = <7occ—|—kocdw 1] x 100% (20)

Case Study

The capacity change of some links in the network does not affect the total cost of
that link considerably, but the capacity change of some links can affect the sus-
tainability of that network; Even if this change is very small, even worse, causing
great increases in the total cost of travel. Such sensitive links are called critical
links.

The data for a partial network of an airline in Turkey is illustrated in Table 1;
there are five airports in five different cities and Ankara is the hub node. We are
interested in assessing this network robustness with critical legs upon supply and
demand sets between Istanbul-Antalya and Istanbul-Trabzon. Load factor policy of
firm averagely is 90%. Transshipment cost for every hour 7$ per passenger. All
ticket prices averagely 17$ per path (without taxes). The other information about
the O-Ds is illustrated in Table 1.

In order to solve the revealed problem, we need to use the following steps
considering the formulations mentioned above.

e Step 1. Using leg cost function.

e Step 2. Deriving fg for Variational Inequality and trip assignment (Coding can
be provided from the author’s E-mail address).

e Step 3. To identify critical paths through the results.

Table 1 A partial flight data  /p Flight count | Plane type Demand

of the airline network IST-TRZ 5 L35 1700
IST-ANK 38 1,2,3,4,8,9 12000
IST-KNY 3 2,3 1400
IST-ANT 10 1,2,5,4 4200
ANK-ANT 2 8 1150
ANK-TRZ 2 4 780
TRZ-ANT 2 6 750
KNY-ANT 1 5 330
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In order to recognize critical links, it is necessary to use the relative total cost
index (RTCI), but first the total cost index needs to be calculated. Using the flow
quantities, the total cost of each link was calculated with five different capacity
reduction and capacity inflation rates and is given in Tables 2 and 5, respectively.

The Relative Total Cost obtained with the help of U-O and S-O models are given
in Tables 3 and 6 accordingly with Egs. (18) and (19).

In this study, network sustainability referring the U-O is demonstrated in all
dimensions by reducing or increasing the connections capacities. Table 4 illustrates
the robustness variations of the network considering the reductions and inflations in
the whole network (Tables 5 and 6).

We have examined the sustainability of the entire network by using the Relative
Total Cost Indices obtained with U-O and S-O in Table 7. In the user optimality
approach, if the capacities of all connections of the network are increased by 1.2%,
the total net capacity of the network decreases further and therefore the network can
be more sustainable. In the system optimality approach, if the capacities of all
connections of the network are increased by 1.4%, the total cost of the network
decreases more and therefore the network can be more sustainable.

Taking the results of analysis above to catch the robustness conditions of the
network based on the proposed assessment approach leads us to the following
recommendations;

Table 2 Total cost with U-O TC? =0 [y=02 [7y=04 |y=06 [7y=0.8

and the rates of inflation and

reduction of leg capacities IST-TRZ 3567 | 3590 3605 3700 3945
IST-ANK | 4044 |4030 4060 3840 3765
IST-KNY | 4900 |4900 4900 4900 4900
IST-ANT 5442 | 5545 5625 5664 5619
ANK-ANT | 5209 |5209 5199 5199 5091
ANK-TRZ |[3416 |3416 3416 3416 3416
TRZ-ANT |[6309 |6309 6309 6309 6309
KNY-ANT | 2670 |2670 2670 2670 2670
c* o=1|o=12 |a=14 |a=1.6 |a=1.8
IST-TRZ 3567 | 3472 3357 3158 3158
IST-ANK | 4044 | 4190 4230 4304 4370
IST-KNY {4900 |4900 4900 4900 4900
IST-ANT 5442 | 5012 5230 5307 5411
ANK-ANT |[5209 |5400 5469 5498 5502
ANK-TRZ |3416 |3128 3139 3141 3260
TRZ-ANT | 6309 |6309 6302 6309 6309
KNY-ANT | 2670 |2670 2670 2670 2670
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Table 3 Relative total cost with U-O and the rates of inflation and reduction of leg capacities

V& y=0 y=02 y =04 y=0.6 y=0.8
IST-TRZ 0 0.0065 0.011 0.037 0.1
IST-ANK 0 —0.004 0.0039 —0.05 —0.069
IST-KNY 0 0 0 0 0
IST-ANT 0 0.0005 0.033 0.04 0.032
ANK-ANT 0 0 —0.002 —0.002 —-0.02
ANK-TRZ 0 0 0 0 0
TRZ-ANT 0 0 0 0 0
KNY-ANT 0 0 0 0 0

Vs o=1 o=12 a=14 o=1.6 o=1.8
IST-TRZ 0 —0.026 —0.058 —0.11 -0.11
IST-ANK 0 0.036 0.046 0.064 0.08
IST-KNY 0 0 0 0 0
IST-ANT 0 —0.08 —0.039 —0.02 —0.005
ANK-ANT 0 0.036 0.05 0.055 0.056
ANK-TRZ 0 —0.08 —0.081 —-0.08 —0.045
TRZ-ANT 0 0 0 0 0
KNY-ANT 0 0 0 0 0

Table 4 Network robustness with whole network capacity changes via U-O using

B=4,0=1k=0.15 R B=4,0=1k=0.15 R

7 =0 0 =1 0

7 =02 0.988 a=12 1.1432
7 =04 1.054 x=14 1.1328
7 =0.6 0.941 a=1.6 1.1556
7 =08 1.014 =18 1.1437

e Considering Table 2, the arcs of IST-TRZ, IST-ANK, IST-ANT, ANK-ANT
and ANK-TRZ are critical legs.
e Considering Table 3, reduction capacity of (IST-TRZ) is not suggested but the
inflation rate 1.8 is the priority.
e The decreasing capacity of (IST-KNY) with the rate of 0.4-0.8 is suggested.
e Increasing capacity of (ANK-ANT) with the rate of 1.6 is obviously more

logical.

e The decreasing capacity of (ANK-TRZ) will be logical. Decreasing or
increasing the capacity of (TRZ-ANT) is not suggested. Considering Table 4,
increasing the total capacity of the network by the rate of 1.6 is firmly suggested.
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Table 5 Total cost with S-O and the rates of inflation and reduction of leg capacities

TC? y=0 y=0.2 y=04 y=0.6 y=0.8
IST-TRZ 3847 3870 3885 3980 4225
IST-ANK 4324 4310 4340 4120 4045
IST-KNY 5180 5180 5180 5180 5180
IST-ANT 5722 5825 5905 5944 5899
ANK-ANT 5489 5489 5479 5479 5371
ANK-TRZ 3696 3696 3696 3696 3696
TRZ-ANT 6589 6589 6589 6589 6589
KNY-ANT 2950 2950 2950 2950 2950
TC* a=1 a=12 a=14 a=1.6 a=1.8
IST-TRZ 335,298 32,984 307,924 293,694 287,378
IST-ANK 380,136 39,805 38,948 400,272 39,767
IST-KNY 4606 4655 4508 4557 4459
IST-ANT 511,548 47,614 482,904 493,551 492,401
ANK-ANT 489,646 5130 5037 511,314 500,682
ANK-TRZ 321,104 29,716 288,876 292,113 29,666
TRZ-ANT 593,046 599,355 579,728 586,737 574,119
KNY-ANT 25,098 25,365 24,564 24,831 24,297

Table 6 Relative total cost with S-O and the rates of inflation and reduction of leg capacities

V2 y=0 y=0.2 y=04 y=0.6 y=0.8
IST-TRZ 0 0,00597 0.009877 0.034572 0.098258
IST-ANK 0 —0.0032 0.0037 —0.0471 —0.0645
IST-KNY 0 0 0 0 0
IST-ANT 0 0.0180 0.031981 0.038797 0.030933
ANK-ANT 0 0 —0.00182 —0.00182 —0.02149
ANK-TRZ 0 0 0 0 0
TRZ-ANT 0 0 0 0 0
KNY-ANT 0 0 0 0 0

v o=1 a=12 o=14 o=1.6 o=1.8
IST-TRZ 0 —0.0162 —0.0816 —0.1240 —-0.1429
IST-ANK 0 0.04712 0.0245 0.0529 0.0461
IST-KNY 0 0.01063 -0.0212 0.0106 —0.0319
IST-ANT 0 —0.0692 —0.0559 —0.0351 0.0374
ANK-ANT 0 0.04769 0.0287 0.0442 0.0225
ANK-TRZ 0 —0.0745 —0.1003 —0.0902 -0.07612
TRZ-ANT 0 0.01063 —0.0224 —0.0829 —0.03191
KNY-ANT 0 0.01063 -0.0212 —0.0106 —-0.0319
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Table 7 Using RTCI to ] Y

evaluate robust%less in case of f=4o=1k=015 Vuo Vs-o

network capacity changes 7=0 0 0
y=02 0.003149872 0.005978685
y=04 0.003224088 0.009877827
y=0.6 —0.002403309 0.47231609
y=0.8 0.004443569 0.098258383
p=40=1k=0.15 Y o Vo
=0 0 0
a=1 —0.013386956 —0.016278057
a=12 —0.007312203 —0.081640809
o=14 —0.007593442 —0.124080669
o=1.8 0.000646849 —0.142917643

Conclusion

Systems fit the infrastructure upon which the operating of the economies and
societies count on. Networks that form the solid backbones of the modern age
include transportation networks that support the flows of vehicles from origins to
destinations. This paper provides an approach to the assessment of network
robustness through proper tools that serve in the quantification of network per-
formance and the naming of the importance of network segments, such as nodes
and links. We illustrated how rigorously formed and well-defined system measures
can obtain not only the network topology bearing a particular system, but also the
primary behavior of decision-makers, the resulting issues, and affected expenses in
the presence of demands for resources. In this paper for the first time, we analyzed
leg and flight capacity variations of an airline, proposing a modified leg cost
function from a different perspective. We tried to identify critical legs via changing
functional capacities of air network components. In addition, we demonstrated how
to capture the robustness of airline network in the cases of decreasing and
increasing capacities. Finally, yet importantly, we used Relative Total Cost Indices
(RTCI) to assess air network robustness of the case of behavior associated with both
User-Optimization and System—Optimization while passengers’ route preferences
behaviors were the main subject. Future work will use traffic counts to update the
O/D matrix for catching better results.
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A Two-Phase Optimization Approach
for Reducing the Size of the Cutting
Problem in the Box-Production Industry:
A Case Study

Sam Mosallaeipour, Ramtin Nazerian and Mazyar Ghadirinejad

Abstract In this study, the cutting problem as one of the main problems within the
box-production industries is discussed. The cutting problem refers to the problem of
dividing a piece of rectangular raw material, which is usually large, into smaller
pieces to produce various products. Cutting problems are NP-hard problems.
Numerous researches offering good solutions to these problems have been con-
ducted over the past few years. In the present study, considering the complexity of
the problem, a model reflecting the nature of the problem is proposed and a new
two-phase solution approach is suggested. Utilizing the proposed method signifi-
cantly reduces the size of the problem and simplifies the applicability of the solution
approach in real life. Furthermore, to evaluate the efficiency and utilization of the
proposed method, its application in a specific company is tested. Finally, the per-
formance of the method is calculated and its use is compared with the company’s
traditional method.

Keywords Material selection - Production planning - Cutting problem

Introduction and Literature Review

In several industrial applications such as the wood, paper, and glass industries, it is
necessary to cut rectangular raw materials into smaller rectangle pieces with specific
measures such that the amount of waste is minimized (Russo et al. 2014). Up to the
present, numerous researches have been conducted to investigate the best method
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for cutting the raw materials. The resulting problems are optimization problems
referred to as bin packing problems, two-dimensional cutting problems (2DCP), or
two-dimensional strip packing problems in the literature. Most of the investigations
of these problems are devoted to cases where the items to be packed have a fixed
orientation and are not rotatable. In other words, a set of rectangular items (prod-
ucts) defined by their width and height is given. Having an unlimited number of
identical rectangular raw materials (objects) of certain width and height, the
objective is to allocate the items to a minimum number of the objects or, identically,
to divide the objects into smaller pieces such that the maximum number of items is
delivered with minimum wastage. With no loss of generality, it is assumed that all
input data are positive integers and the dimension of the items is always less than or
equal to the objects. This problem is NP-hard (Lodi et al. 2002).

Gilmore and Gomory were the first contributors to model two-dimensional
packing problems. They proposed a column generation approach based on the
enumeration of all subsets of items (patterns) such that they can be packed into a
single object (Gilmore and Gomory 1965). Continuing in this line, Beasley associ-
ated the concept of profit for each item to be packed in two-dimensional cutting
problems with the aim of packing the subset of items with the maximum profit into a
single object (Beasley 1985b). Hadjiconstantinou and Christofides (1995) proposed
a similar model for this problem. The function of both modes is to provide upper
bounds that benefit the Lagrangian relaxation and sub-gradient optimization method.
Later, Scheithauer and Terno (1996) introduced raster points constituting a subset of
the discretization points. These raster points are capable of being used in an exact
dynamic programming algorithm without losing the optimality (Beasley 1985a).
Working on Beasley’s idea, Cintra et al. (2008) proposed an exact dynamic pro-
gramming procedure that simplifies the computation of the knapsack function and
provides an efficient procedure for the computation of the discretization points.
Additionally, the number of discretization points introducing an idea which partially
recalls the raster points in reduces in their approach. Kang and Yoon (2011) sug-
gested a branch and bound algorithm for Unconstrained Two Dimensional Cutting
Problems (U2DCP), which is amongst the best algorithms proposed for this category
of problem. Moreover, they performed a pre-processing procedure before running
the algorithm, with the aim of reducing the number of valid pieces for entering the
process which is independent from the main solving approach. Recently, a two-phase
heuristic for the non-guillotine case of U2DCP was proposed by Birgin et al. (2012);
it solves the guillotine variant of the problem in the first phase in two steps: a fast
heuristic step based on the earlier two-stage algorithm proposed by Gilmore and
Gomory (1965) and an exact dynamic programming step proposed by Russo et al.
(2013). The latter method introduces a solution-correcting procedure and improves
one of the two dynamic programming procedures of Gilmore and Gomory (1966).
Furthermore, in their algorithm, they employed the reduction of the discretization
points method proposed by Cintra et al. (2008) and pre-processing method proposed
by Birgin et al. (2012). This algorithm is one of the most effective exact dynamic
programming algorithms proposed for solving the U2DCPs. The objective of this
research is to maximize the profit of an enterprise dealing with the cutting problem by
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minimizing the amount of wastage and surpluses generated during the production.
A two-phase algorithm is proposed to serve the mentioned objective, which deter-
mines the proper dimension of the raw material required for the production such that
all products of the company can be produced with minimum wastage. Moreover,
through determining the best combination and quantity of raw materials, the number
of surpluses and procurement cost are reduced. In the next section, the characteristics
of the problem are introduced.

Problem Description and Preliminaries

The aim of this study is to offer a solution to the cutting problem of the box
production industry. To deal with this problem, a two-phase approach is proposed.
In these industries, the products are carton boxes of various sizes according to the
customer’s demands. These carton boxes must meet accurate specifications
regarding their material types and dimensions in accordance with the customer’s
requested specifications. The carton boxes are produced from raw sheets of carton
provided by the company’s suppliers in various predefined sizes. The suppliers can
supply the raw sheets in specific standardized sizes. More details about the problem
are given as follows:

In each planning horizon, the customer orders a specific number of boxes;
Several sizes of the raw materials are available at each supplier known to the
company;

e The number of deliverable products is easily determined by the company if and
only if a specific raw material is assigned to produce a specific product;

e There exists more than one suitable candidate raw material for producing one or
more products;

e The raw material procured by the companies is distinguished and separated based
on its dimensions and the combination of the materials used for building them;

e Each specific size of the raw material used in production generates a certain
amount of waste. This wastage is dependent on the production strategy
employed for assigning the products to the raw material,;

e FEach company may have its own individual policies for selecting the measures
of the purchased raw materials.

Like any other industry, the profitability of the business is its most important
concern. Therefore, nearly all companies in this industry are interested in achieving
the following objectives:

e Reducing the wastage cost through minimizing the production-related wastage
of materials;

e Reducing the size of the cutting problem through minimizing the variety of the
selected raw material such that all products are producible.



66 S. Mosallaeipour et al.

A high variety of raw material is confusing. In this industry, due to the need to
minimize waste, accurate determination of the dimensions of the raw materials used
for producing the products is crucial. On the other hand, all companies usually have a
huge variety of products. While utilizing a dedicated raw material with correct
dimensions for producing a product will theoretically lead to the minimum possible
waste, in practice, this one-to-one approach is almost impossible for the following
reasons: firstly, the supply of raw material is restricted to limited specified dimen-
sions, and secondly, dedicating a raw material to each product corresponds to a
massive variety of raw materials of different quantities, which is not possible due to
inventory-related restrictions. Hence, to have a standard manufacturing system with
the minimum amount of incompatibility, the company needs to reduce the size of its
problem through limiting the variety of them in-hand raw material in such a way that
its production capabilities are not reduced. Additionally, limiting the variety of raw
material is useful when suppliers offer quantity discounts where a larger purchasing
discount is deliverable if a larger quantity of a single type is purchased.

e Minimizing the in-hand inventory and production surplus

Essentially, two types of inventories are available at the companies: the finished
products and raw materials. Since the ordering style of the customers is highly
changeable, the extra inventory of the finished products (surplus) is quite likely to
remain unused for a long period of time. Apart from that, due to the vulnerability of
the inventory to shrinkage, fire, and similar hazards, companies are always at risk of
inventory loss. On the other hand, taking the required measures to encounter these
risks is extremely costly. Therefore, companies prefer to reduce their risks by
keeping their inventories at the lowest possible level.

Determining the appropriate dimensions for the raw materials, purchasing the correct
quantity of raw materials, and assigning them properly for the production of products
are the most important elements for fulfilling the main objectives of the companies.
Indeed, the mentioned requirements are the decision variables of a subcategory of
2DCPs addresses as bin packing problem or strip packing problem in the literature.

The proposed algorithm of this study is designed to deal with this problem. The
method is extendable to any other box production company as well as similar
industries with minor tailoring. In this research, to evaluate the efficiency of the
proposed method, it is implemented in a specific box production company as a case
study. In t