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Introduction 

Consider a hollow circular job where the centers of both 
inner and outer circles should be at a preassigned point. 
Due to the influence of several process parameters, the 
centers of both circles deviate from their ideal positions. 
Concentricity is the measure of the difference between the 
two centers. This is presented in Figure 1. 

In the case of hollow right cylindrical jobs, where the 
axes of the inner circle and outer circles should be the 
same, concentricity is the measure of distance between the 
centers of two circles on a particular cross section. Con- 
centricity plays an important role in the proper function- 
ing of many componentsljobs. Because a high value of 
concentricity results in malfunctioning of the component1 
job, it is necessary to control the concentricity within its 
specified maximum value. 

The general practice of an organization is to control and 
improve the process by estimating the process capability 
index (PCI). Like other parameters of the component, it is 

essential that the manufacturing process be evaluated and 
controlled with respect to concentricity. The estimation of 
the PC1 assumes that the underlying distribution is normal. 
But concentricity generally does not follow the normal 
distribution pattern. Hence, the problem is to estimate the 
process capability with respect to concentricity of the job. 

In this article, the behavior of concentricity is explained 
through a distribution. The live data are then fitted to the 
distribution and, based on the fitted distribution, the PC1 
is estimated. Various methods of estimating the PC1 when 
the underlying distribution is non-normal are also dis- 
cussed. A simple method for the estimation of the PC1 is 
suggested also. 

The process capability indices are compared with the 
minimum recommended value to determine whether the 
process can be considered as capable. As the PC1 depends 
on sample size, it should be compared with a critical value 
so that the process can be considered capable with a high 
probability. The critical values of PC1 are calculated for 
various sample sizes. 

Distribution of Concentricity 

Let us consider a cross section of a hollow circular 
component whose outer surface and inner surface are both 

Copyright 1997 by Marcel Dekker. Inc. 
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SARKAR AND PAL 

Figure I .  (a) Jobs without concentricity; (b) jobs having 
concentricity. 

circular. Let A and B be the centers of the outer and in- 
ner circles, respectively, as given in Figure 2. The distance 
AB is a measure of concentricity. 

If we draw a straight line through AB, then we can 
write 

where AD is the radius of the outer circle (R), BC is the 
radius of the inner circle (r),  AB is the measure for con- 
centricity (c),  and CD is the wall thickness @). Therefore, 

Because R - r is constant for a particular job, concentric- 
ity depends on the wall thickness y. The wall thickness y 
is minimum in Eq. (2). If we assume that the wall thick- 
ness follows a normal distribution, then c is an extreme 
value and, hence, the distribution of concentricity is an 
extreme value distribution. 

Proof: In Eq. (2), the Wall Thickness Is Minimum 

Let us consider another wall thickness y, at any point. 
By joining the inner wall point with inner center, and outer 
wall point with outer center, we can form a triangle ABD, 
as shown in Figure 3, where AD is the outer circle radius 
(R),  AB is the concentricity (c) ,  BD is the sum of the wall 
thickness and the inner circle radius Cy, + r). From the 
properties of a triangle we know 

Substituting the value of R from the above equation, we get 

Thus, y is the minimum wall thickness. 
Therefore, the distribution of concentricity can be ex- 

plained by an extreme value distribution under appropriate 
assumptions. The type of distribution which can be fitted 
with the empirical data is 
Type 1: 

Type 2: 

'("=I exp [ - ( -- ' ;a ! ' ]  , x > a ,  

Figure 2. Jobs with concentricity. Figure 3. Comparison of wall thicknesses. 

D
ow

nl
oa

de
d 

by
 [

U
ni

ve
rs

ity
 o

f 
N

eb
ra

sk
a,

 L
in

co
ln

] 
at

 1
6:

31
 0

1 
Se

pt
em

be
r 

20
15

 



ESTIMATION OF PC1 FOR CONCENTRICITY 

where a (> 0). 8 (> O), and k (>0)  are distribution param- 
eters. 

The Type 2 distribution can be transformed to Type 1 
distribution by the simple transformation 

Z = log(X - a). 

Types 1 and 2 distributions are closely related to the 
Weibull distribution. In fact. if X has a Type 1 extreme 
value distribution. then ex has a Weibull distribution. 

Fitting the Distribution 

Estimafion of Distribution Parameters 

The appropriate types of distribution to be fitted are 
decided considering the skewness of the empirical distribu- 
tion based on data. The distribution parameters, a and 8, 
of the Type 1 extreme value distribution can be estimated 
from the sample (1) by calculating 

6 = 0.7797s and h = P - 0.577226, (3) 

where f and s are the sample average and the sample stan- 
dard deviation, respectively. The distribution parameters of 
other types of extreme value distribution are estimated by 
equating the theoretical distribution function with the em- 
pirical distribution function at convenient points (2). A x2 
test of significance is to be done to test the fit of the ex- 
treme value distribution. 

Alternatively, the empirical data after transformation can 
be plotted on the Weibull probability plotting paper to es- 
timate the parameters of the Weibull distribution. From 
those estimated parameters of Weibull distribution, the 
parameters of the extreme value distribution can be esti- 
mated easily by using transformation techniques (3). The 
estimation of parameters through probability plotting may 

be tedious. However, this method can be implemented 
easily in electronic spreadsheets. 

Case Example 

An organization is engaged in manufacturing of valve 
guides which are used in a diesel engine. The valve guide 
is a right hollow cylindrical bar made of cast iron. Besides 
other quality characteristics, concentricity plays a critical 
role in proper functioning of the valve. 

The measurement of concentricity is obtained by rotat- 
ing the job around a preassigned axis (ID axis) and then 
observing the deflection on a dial gauge. The maximum 
value of deflection is the measurement of concentricity. 

Three sets of data on the concentricity of the valve guide 
from the process are collected and presented below. Ex- 
treme value distribution curves are fitted to the data and the 
fit is tested through a x2 test for goodness of fit. The 
maximum value specified for concentricity is 0.40 unit. 

Dara Set 1 (Table I )  

The parameters of the extreme value (Type 1) distribu- 
tion fitted are a = 0.154 and 8 = 0.0574. The degrees of 
freedom in the x2 test is c - k - 1, where c and k are the 
number of classes and number of parameters estimated, 
respectively. In this data set, c = 7 and k = 2. So the 
degrees of freedom in this test is 7 - 2 - 1 = 4. The cal- 
culated x2 = 4.38 is insignificant compared to the tabulated 
value of x&, = 9.49; hence, the fit is satisfactory. 

Dara Ser 2 (Table 2) 

The parameters of the extreme value (Type 1) distribu- 
tion fitted are a = 0.1022 and 8 = 0.0208. The calculated 

Table 1. x2 Test for Goodness of Fit for Data Set 1 

OBSERVED EXPECTED x2 
CLASS INTERVAL FREQUENCY (0) FREQUENCY (E)  [ ( o  - E)21E] 

Below 0.10 
0.10-0.14 
0.14-0.18 
0.18-0.22 
0.22-0.26 
0.26-0.30 
Above 0.30 

Total 

D
ow

nl
oa

de
d 

by
 [

U
ni

ve
rs

ity
 o

f 
N

eb
ra

sk
a,

 L
in

co
ln

] 
at

 1
6:

31
 0

1 
Se

pt
em

be
r 

20
15

 



SARKAR AND PAL 

Table 2. r 2  Test for Goodness of Fit for Data Set 2 

OBSERVED EXPECTED x2 
CLASS INTERVAL FREQUENCY (0) FREQUENCY (E)  [(o - E)21E] 

Below 0.08 
0.08-0.10 
0.10-0.12 
0.12-0.14 
0.14-0.16 
0.16-0.18 
Above 0.18 

Total 

XZ = 7.65 is insignificant compared to the tabulated value 
of x:,,,~,., = 9.49; hence, the fit is satisfactory. 

Data Set 3 (Table 3) 

The parameters of the extreme value (Type 1) distribu- 
tion fitted are a = 0.110 and 0 = 0.0535. The calculated 
X2 = 13.50 is insignificant compared to the tabulated value 
of x : , ~ ~ , ~  = 15.51; hence, the fit is satisfactory. 

The summary statistics of the three data sets are pre- 
sented in Table 4. 

distribution. Methods available for estimating the PC1 
where the quality characteristic follows a non-normal dis- 
tribution are briefly discussed along with the demerits. 
Because only the upper limit is specified for concentricity, 
the process capability index CPU is considered. 

Method I 

Some of the statistical process control programs have 
calculated the process capability index CPU for non-normal 
distributions as 

USL - X 
CPU = 

Methods of Estimation of Capability Indices 4s 

where X is the sample mean and s is the sample standard 
From the above, it is clear that concentricity follows a deviation. In the denominator of the calculation of the 

non-normal distribution. Hence, the most commonly used CPU, 4s has been chosen, instead of 3s. because of posi- 
methods of estimation for PCIs cannot be used, which tive skewness. The process is considered to be capable if 
assumes that the quality characteristic follows a normal CPU 2 1. 

Table 3. r 2  Test for Goodness of Fit for Data Set 3 

OBSERVED EXPECTED x2 
CLASS INTERVAL FREQUENCY (0) FREQUENCY (E) [(o - E)21E] 

Below 0.06 28 23.67 0.79 
0.06-0.08 37 28.90 2.27 
0.08-0.10 49 38.47 2.88 
0.10-0.12 48 41.81 0.92 
0.12-0.14 34 39.47 0.76 
0.14-0.16 26 33.78 1.79 
0.16-0.18 18 27.03 3.01 
0.18-0.20 17 20.63 0.64 
0.20-0.22 13 15.25 0.33 
0.22-0.24 10 11.03 0.10 
Above 0.24 26 25.97 0.00 

Total 306 306 13.50 
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ESTIMATION OF PC1 FOR CONCENTRICITY 669 

Table 4. Summary Statistics of the Data Sets 

DATA SAMPLE % NONCONFORMANCE 
SET SIZE AVERAGE S.D. SKEWNESS KURTOSIS IN SAMPLE 

Method 2 

A non-normal curve is fitted to the data, and based on 
that, the proportion outside the tolerance limit is estimated. 
That proportion nonconforming is then converted to an 
equivalent 2-score for a normal distribution. Then the Z- 
score is divided by the appropriate factor to get the value 
of process capability index CPU. The process is considered 
to be capable if CPU 2 1 (see Ref. 4). 

Method 3 

Clements (5) has proposed this method of calculating the 
CPU for any shape of distribution using the Pearson fam- 
ily of curves. From the sample data, the mean (X), stan- 
dard deviation (s), skewness (Sk), and kurtosis (Ku) are 
calculated. Then based on skewness and kurtosis values, 
standardized 99.865 percentile and standardized median 
values are read from the table to calculate the estimated 
99.865 percentile (Up) and estimated median (M). The 
process capability index CPU is then calculated as 

USL - M 
CPU = 

Up - M 

The process is considered to be capable if CPU t 1. 

Demerits of the Estimation Methods 

Although Method 1 is used extensively by many indus- 
tries because of its simplicity, there is no known statisti- 
cal basis for the denominator to be chosen as four times 
this sample standard deviation. 

Method 2 is too laborious to do manually. Fining a non- 
normal curve to the empirical data may not be an easy task. 
Again, for a highly capable process, the PC1 estimated 
using this method does not reflect the true capability (re- 
fer to the data set 2 of Table 5). This is primarily because 
of the properties of normal distributions. 

Method 3 is also laborious to do manually. One may 
need a computer to use this method and have to refer to 
tables for getting the values of standardized median and 

standardized 99.865 percentile. Furthermore, concepts and 
calculations of skewness and kurtosis may be difficult to 
understand for shop-floor people. 

As Methods 1-3 do not reflect the process behavior, we 
suggest a method in the next section which will truly re- 
flect the process behavior. The method is simple enough 
to be followed by the shop-floor personnel. 

Proposed Method 

An extreme value (Type 1) distribution curve whose 
parameters ( a  and 0) are estimated from the sample is fit- 
ted to the data. Then the process capability index CPU can 
be calculated as 

CPU = 
USL - xo , 

xo.wss - X0.s 

where x,,, and X0,99865 are the 50th percentile and 99.865 
percentile points, respectively. These two can be calculated 
easily by 

and 

Replacing these two values in Eq. (4). we find 

CPU = 
USL - a - 036658 

624058 

There is a risk associated with this method. If the empiri- 
cal data do not fit the extreme value distribution (Type I), 
this method of estimating CPU can be misleading. 

The above method [Eq. (4)] can be further simplified. 
If we substitute the value of a and 0 from Eq. (3) to Eq. 
(5) by X and s, respectively, then we get 

CPU = 
USL - K + 0.1643s 

4.8657s 

Generally, a process is called capable if the true value 
of CPU 2 1. Then, for a capable process 
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Tuble 5. CPU Using Different Methods 

DATA SAMPLE METHOD 

SET SIZE 1 2 3 4 5 

USL - I + 0.1643s 
2 l 

4.8657s 

or 

USL - f 2 4.7014s 

or 

USL - .T 
L I. 

4.70 14s 

Thus, if we formulate 

USL - I 
CPU = -, 

4.7s 

that will serve the purpose of estimating the PCI. Thus, in 
this method [Eq. (31, one has to calculate X and s from the 
sample and then CPU can be easily estimated. There will 
be some amount of error in estimating the true value of 
CPU. 

The process is considered to be capable if CPU is 
greater than or equal to the critical value. The critical val- 
ues for different sample sizes are discussed in the next 
section. 

Estimation of the CPU Index 

The CPU indices are estimated using those five meth- 
ods for the three data sets given earlier and are presented 
in Table 5. From the data sets, it can be observed that the 
CPU values estimated using method 4 and method 5 are 
more or less equal. For data set 2, the CPU value esti- 
mated using method 2 is clearly underestimated. For data 
set 3, the CPU value estimated using method 3 indicates 
that the process can be considered as capable. This may not 
be true, as there is nonconformance in the sample. 

Critical Values 

In this section, we shall consider the critical values 
which are to be compared with the estimated CPU index 

in order that the process be considered capable with a high 
probability. 

It is known that when the characteristic (x) follows a 
normal distribution, the capability index CPU follows a 
noncentral t-distribution. But, when the characteristic (x) 
follows an extreme value distribution, it is difficult to fmd 
the distribution of CPU. By using transformation tech- 
niques, the distribution can be found. Here, we try to fmd 
the critical values using the computer simulation programs. 
For finding the critical values of capability index CPU, 
only method 4 and method 5 are considered. 

For a sample of size n, 1000 sample are generated, and 
for each sample, the CPU value is calculated. From the 
empirical distribution of those 1000 CPU values, 95 per- 
centile and 99 percentile points are calculated. Theseare 
the 95% and 99% critical values, respectively, with which 
the estimated CPU values are to be compared to decide 
whether a process can be considered capable or not. For 
n = 25(25)300, the critical values with 95% and 99% 
confidence levels are calculated and are shown in Table 6. 

Table 6. Critical Values for Different Sample Sizes 

CRITICAL VALUES OF CPU 

SAMPLE METHOD 4 METHOD 5 

SIZE 95 % 99 % 95 % 99 % 
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